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Abstract During the early to mid-Miocene, benthic 𝛿18O records indicate large ice volume fluctuations
of the Antarctic ice sheet (AIS) on multiple timescales. Hitherto, research has mainly focused on how CO2
and insolation changes control an equilibrated AIS. However, transient AIS dynamics remain largely
unexplored. Here, we study Miocene AIS variability, using an ice sheet-shelf model forced by climate
model output with various CO2 levels and orbital conditions. Besides equilibrium simulations, we conduct
transient experiments, gradually changing the forcing climate state over time. We show that transient AIS
variability is substantially smaller than equilibrium differences. This reduces the contribution of the AIS to
𝛿18O fluctuations by more than two thirds on a 40-kyr timescale, hence requiring a larger contribution by
deep-sea-temperature variability. The growth rates are much slower than the decay rates, which ensures
variability around a preferred small state. Finally, if the bedrock topography enlarges the West Antarctic
land surface, AIS self-sustenance increases.

1. Introduction
During the early to mid-Miocene (23 to 14 Myr ago), benthic 𝛿18O records show lower values than during
the Pleistocene, indicative of a warmer climate and smaller ice sheets (e.g., Cramer et al., 2009; Holbourn
et al., 2013; Zachos et al., 2008). In particular, there was probably only limited ice cover on the Northern
Hemisphere (Maslin et al., 1998). Moreover, benthic 𝛿18O records are fluctuating strongly during this time,
most prominently on orbital timescales (Holbourn et al., 2013; Levy et al., 2019; Liebrand et al., 2011; Zachos
et al., 2001). This prompts the possibility of large variability of the Antarctic ice sheet (AIS), which at times
diminished to sizes considerably smaller than present-day. After the mid-Miocene Climatic Optimum (17 to
14.5 Myr ago), the AIS stabilizes around its present-day size, showing more modest variations (e.g., de Boer
et al., 2015; Masson-Delmotte et al., 2010). Benthic 𝛿18O records are, however, not only influenced by the
AIS volume but also by deep-sea temperatures, and the precise partitioning of the Miocene 𝛿18O variations
remains under debate (e.g., Bijl et al., 2018; Billups & Schrag, 2002; Holbourn et al., 2013; Langebroek et al.,
2010; Lear et al., 2010; Liebrand et al., 2011, 2017; Shevenell et al., 2008). Ice sheet models, particularly
of the AIS, driven by Miocene climate forcing, can be used to elucidate this problem from an ice-physical
point of view (Barker et al., 1999). To achieve continental-scale variability of the AIS, these models require
large local temperature fluctuations of about 10 K, the absolute temperatures being dependent on the mass
balance formulation (de Boer et al., 2010; Huybrechts, 1993; Stap et al., 2016). This temperature range has
proven to be hard to simulate by climate models, because the associated CO2 range is very large due to
hysteresis in the relation between temperature and CO2 (Pollard & DeConto, 2005). This hysteresis, which
is mainly caused by the ice albedo and the surface-height-temperature feedbacks, results in substantially
different CO2 thresholds for waxing and waning of the AIS. Furthermore, orbital variations can mediate
the hysteresis width and therefore affect AIS variability (e.g., Dolan et al., 2011; Langebroek et al., 2009;
Pollard & DeConto, 2005; Stap et al., 2017). A recent attempt to model Miocene AIS variability used an
isotope-enabled setup of a 3-D ice sheet model coupled to a regional climate model nested in a general
circulation model (GCM; Gasson et al., 2016). They performed a set of steady state experiments with CO2
levels ranging from 280 to 840 ppm and obtained significant variability of the AIS. However, the transiently
evolving AIS is not necessarily in equilibrium with the climate. This is because the change in AIS volume
over a given period of time is limited by the rates of accumulation and ablation. Furthermore, the hysteresis
in the CO2-temperature relation may result in different simulated ice volumes for warming and cooling
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climates at the same CO2 level. Hence, transient variability of the AIS remains uncertain. Here, we take a
first step to resolve this issue. We study the impact of CO2 changes on AIS variability during the Miocene,
using an ice sheet model forced by output of a coupled atmosphere-ocean GCM (Stärz et al., 2017). Steady
state simulations are started from conditions without ice and with a present-day AIS. Moreover, we perform
transient runs by using an index method to interpolate between different forcing climate states. Lastly, we
investigate the influence of several other factors, namely, orbital variability, and bedrock topography, on our
simulated Miocene AIS variability, as well as the sensitivity to the model parameter related to the lapse rate
correction precipitation.

2. Models and Methods
In this study, we carry out simulations of the AIS using the 3-D thermodynamical Parallel Ice Sheet Model
(PISM) version 0.7.3 (Bueler & Brown, 2009; Winkelmann et al., 2011). A comprehensive description of the
configuration of PISM can be found in section S1 in the supporting information (Aschwanden et al., 2012;
Bauer & Ganopolski, 2017; Beckmann & Goosse, 2003; Bueler & Brown, 2009; Bueler et al., 2007; Depoorter
et al., 2013; Fretwell et al., 2013; Greve, 2001; Lingle & Clark, 1985; Rignot et al., 2013; Ritz et al., 2001;
Schodlok et al., 2016; Shapiro & Ritzwoller, 2004; Stocchi et al., 2013; Uppala et al., 2005; van de Berg et al.,
2011). In brief, we use a 16 × 16-km resolution grid covering the whole Antarctic continent. PISM calculates
grounded ice velocities using a superposition of the commonly used shallow ice approximation and shallow
shelf approximation. This method ensures a smooth transition of the velocities toward the floating ice shelf,
where only the shallow shelf approximation is used. Calving is simulated in two ways: (1) using a kinematic
first-order calving law, named eigencalving (Levermann et al., 2012), and (2) floating ice reaching grid points
where the ocean depth exceeds 2000 m is removed, as are icebergs. Surface melt follows from a positive
degree day scheme (Braithwaite, 1984; Hock, 2005; Reeh, 1991), while subshelf melt is calculated using a
quadratic temperature relation (based on Beckmann & Goosse, 2003).

Atmospheric and oceanic input data are obtained from simulations using the coupled atmosphere-ocean
GCM COSMOS (Jungclaus et al., 2006), which are described in detail in Stärz et al. (2017). COSMOS is run
into equilibrium using dynamical vegetation (Brovkin et al., 2009; Raddatz et al., 2007), and a global topog-
raphy representing the mid-Miocene (Herold et al., 2008; Figure S1 for the Antarctic surface elevation).
Orbital conditions are kept constant at present-day settings. We use output of three simulations, with differ-
ent CO2 levels (278, 450, and 600 ppm) covering the wide range suggested by different proxy records (Badger
et al., 2013; Foster et al., 2012; Greenop et al., 2014; Kürschner et al., 2008; Zhang et al., 2013). From the
final-100-year average of these simulations, we determine monthly precipitation, surface temperature, and
yearly 3-D ocean temperature anomalies with respect to an equilibrium preindustrial (PI) run. The surface
temperature and precipitation anomalies are remapped to the PISM grid using a flux-conserving method
and added to a base climate provided by the 1970–2000 average of ERA-40 reanalysis data (Uppala et al.,
2005; Figures S2 and S3). During the course of all runs, surface temperatures are corrected for surface height
changes with respect to the PI reference, induced by altering ice thickness and bedrock elevation. For this
purpose, we use a constant temperature lapse rate of 8.0 K/km, while we refrain from using a precipita-
tion lapse rate. The impact of (the lack of) these lapse rates is investigated below. The ocean temperature
anomalies are added to the 1955–2006 average of the World Ocean Database 2009 data set (Locarnini et al.,
2010; Figure S4 for the surface temperature). We use an anomaly approach rather than absolute values from
the climate model output. This is because simulating the present-day Antarctic climate remains a chal-
lenge for all climate models, and the anomaly approach reduces systematic errors yielded by climate models
(Huybrechts et al., 2004). Moreover, the native resolutions of these base climates are higher than that of
COSMOS, and hence, the reference climate is more detailed. A bias is induced, however, because we use
present-day base climates, which represent a slightly warmer climate state than our PI reference. Below,
we show that using the anomaly approach in our model setup is essential for obtaining large differences
between the high- and low-CO2 equilibrium results. All simulations are started with two spinup phases of
100 years and 200 kyr without ice mass changes, to smooth and stabilize the initial conditions.

We perform steady state and transient experiments using PISM. For the steady state simulations, the initial
ice sheet and bedrock topographies are taken from the Bedmap2 reconstruction (Fretwell et al., 2013). Alter-
natively, the ice sheet is first removed and the bedrock has been allowed to rebound. Hence, in the latter
runs, the initial surface height is different from the PI reference, and therefore, the forcing at the beginning
of the run is already corrected for surface height changes. After the spinup, we use constant forcing with PI
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conditions, or Miocene conditions with the three different CO2 levels (MIO_low, MIO_med, and MIO_high)
for 200 kyr. Additionally, we use Miocene conditions in between the low and medium, and medium and
high CO2 levels, by taking the average of the two forcing climates. Only the equilibrated final state is used
for analysis.

The transient simulations are initialized from the steady state solutions for ice thickness, ice temperature,
and bedrock height of the MIO_low (cold start), or the MIO_high (warm start) simulation. The climate forc-
ing in these runs is interpolated between the forcing fields used in the MIO_low, MIO_med, and MIO_high
simulations (Fi,j(MIO_low), Fi,j(MIO_med), and Fi,j(MIO_high)). To this end, we use an index method
adapted from Sutter et al. (2016). The surface air temperature, precipitation and ocean temperature fields at
any given time (Fi,j(t)) are determined by a CO2 index g(t) ranging from 0 to 1, using

Fi,𝑗(t) = Fi,𝑗(MIO_low) ·
gMIO_med − g(t)

gMIO_med
+ Fi,𝑗(MIO_med) ·

g(t)
gMIO_med

(1)

when g(t) < gMIO_med, and

Fi,𝑗(t) = Fi,𝑗(MIO_high) ·
g(t) − gMIO_med

1 − gMIO_med
+ Fi,𝑗(MIO_med) ·

1 − g(t)
1 − gMIO_med

, (2)

when g(t) > gMIO_med, and where gMIO_med = 450−278
600−278

= 0.5342.

In this study, we aim to demonstrate the difference between equilibrated and transient AIS variability. For
this purpose, our model setup has two benefits: (1) it is computationally less expensive than more sophis-
ticated coupled ice sheet-climate models, enabling us to perform transient simulations on long (105 −
106 years) timescales, as well as a suite of sensitivity experiments, and (2) as a first step it shows the mono-
causal effect of the ice sheet dynamics, not obscured by the more unconstrained ice sheet-climate feedbacks.
To exactly locate the CO2 threshold for (de)glaciation, however, more complex coupled ice sheet-climate
model approaches (e.g., Gasson et al., 2016) are better suited. We therefore refer to CO2 concentrations in a
relative (low, medium, and high) rather than absolute sense. Here, the equilibrated ice sheets rather serve
to indicate the potential ice volume variability during the Miocene as a result of CO2 changes.

3. Results and Discussion
3.1. Equilibrated Miocene AIS Variability
The steady state simulations show a largely varying AIS size between different CO2 levels (Figure 1 and
Table S1). The climate forcing of the MIO_low simulation differs from the reference PI forcing in global pale-
ogeography and albedo due to dynamic vegetation cover changes. During the Miocene, more precipitation
falls on the AIS (Figure S2b). This gives rise to an increase in modeled ice sheet height on the eastern part of
the continent (Figures 1a and S5b). Concomitantly, air temperatures are higher, leading to substantial sur-
face melt on the warmer western part (Figure S3b). Consequently, we simulate a significantly smaller West
AIS (WAIS), with ice domes only left on high land, namely, on the Executive Committee Range, along the
Bellinghausen Sea, and on the Peninsula (Figure 1a). In the MIO_med simulation, these domes have melted
away, and surface melt has started to affect a large part of the East AIS (EAIS) as well (Figure 1b). Dome C is
ice free, along with its drainage sectors (Wilkes Land, Terre Adelie, and George V Land). When the AIS has
equilibrated at the high CO2 level, only the high parts of Dronning Maud Land and the Transantarctic Moun-
tains remain glaciated (Figure 1c). The difference between the low and high CO2 climate states is substantial
(Figure 1d), amounting to 46 m sea level equivalent (m.s.l.e.; Table S1). It is reduced to 39 m.s.l.e. when the
runs are started with a deglaciated rebounded topography (Table S1). Removal of the ice sheet lowers the
surface considerably. Hence, the forcing surface temperatures are increased, as they are lapse rate corrected
to a lower elevation. This causes the simulated low-CO2 ice sheet to be smaller in this case (Figures S6a and
S6b). There is particularly strong hysteresis at the medium-CO2 climate, as considerably less ice volume is
obtained when the run is started with a deglaciated rebounded bedrock (Figures S6c and S6d).

The large variability in these simulations suggests that the threshold for glaciation and deglaciation is
crossed at a CO2 level of ∼450 ppm. The modeled behavior of the AIS is, however, dependent on the specific
combination of climate and ice sheet model we employ (de Boer et al., 2015; Dolan et al., 2018; Gasson et al.,
2014). Furthermore, the threshold is affected by our experimental design. As is shown in Stärz et al. (2017),
the climate state of COSMOS is relatively sensitive to changes in CO2 and boundary conditions. Changes in
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Figure 1. Equilibrated ice thickness from the steady state simulations, using a present-day topography (Bedmap2), and a base climate provided by ERA-40
reanalysis data in the ice sheet model: (a) MIO_low, (b) MIO_med, and (c) MIO_high. (d) Ice thickness difference between MIO_high and MIO_low, indicating
the potential variability during the Miocene. The gray line indicates the edge of the grounded ice sheet; the black line shows the edge of the continent or ice
shelf. In (d) the edges for the simulation MIO_low are shown. Gray areas indicate land that is not glaciated.
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Figure 2. (a) Ice volume against CO2 in the transient index run in which CO2 is cycled over 400 kyr between low and high levels. The runs are started from
cold conditions (blue) or warm conditions (red; filled triangles). The direction of ice volume progression is indicated by arrows. Triangles indicate the results of
the steady state runs using Miocene climates; asterisks indicate the results of the runs using interpolated climates. (b) Ice volume (thick solid line) and the CO2
index (thin dotted line) over time in the same run. (c) Ice volume over time in the transient index runs in which CO2 is cycled five times over 40 kyr between
low and high levels. (d) Same as (c), for index cycles between low and medium CO2 (dashed lines), and between medium and high CO2 (solid lines).

topographic boundary conditions from PI to the Miocene conditions lead to a global warming of 2.4 K, while
keeping atmospheric CO2 at PI levels. Using a similar setup, Goldner et al. (2014) found the same increase
from a PI configuration to Miocene conditions at 400 ppm CO2, but their climate model CESM1.0 is signifi-
cantly less sensitive to CO2 changes. Furthermore, our forcing temperatures are slightly warm biased, due to
a PI-PD discrepancy in the base climate (see section 2). The usage of a base climate instead of absolute values
from COSMOS is critically important—see Figure S7 for the yearly averaged difference in forcing—as the
equilibrated ice volume differences are severely reduced when applying the latter (Figure S8 and Table S1).
In the following, we focus on the results of the anomaly approach since they show the difference between
equilibrium and transient variability more distinctly. For the above reasons, the CO2 threshold is relatively
low in our simulations. Although this is in broad agreement with proxy-CO2 data (Badger et al., 2013; Foster
et al., 2012; Greenop et al., 2014; Kürschner et al., 2008; Zhang et al., 2013), other studies using more
complex ice sheet-climate model setups generally find both the glaciation and deglaciation thresh-
olds at higher CO2 levels (e.g., Gasson, 2013; Gasson et al., 2014, 2016; Pollard & DeConto, 2005;
Pollard et al., 2015). The equilibrated Miocene ice sheets we simulate at different CO2 levels are also smaller
than those simulated by Gasson et al. (2016). In light of these considerations, the relatively low CO2 range
in our simulations should only be regarded as the background for the difference between equilibrium and
transient simulations that we explore.

In the next part, we will investigate how much variability we obtain in simulations, in which the forcing
climate is gradually varied between high and low CO2 conditions.

3.2. Transient Miocene AIS Variability
Simulations with the index method are initialized either with high (warm start) or low (cold start) CO2
climate forcing, starting from the equilibrated state, and cover one complete cycle. First, we conduct a
quasi-orbital 400-kyr cycle, giving the ice sheet a long time to adapt to the changing climate forcing. Start-
ing from cold conditions, the ice sheet volume decreases relatively slowly at first when the CO2 index (g) is
lower than 0.5 (Figure 2a, blue line). At medium CO2 levels, the ice volume is close to equilibrium states
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calculated from the steady state experiments (Figure 2a, symbols). Increasing CO2 crossing g = 0.5, stronger
surface melt due to warmer surface air temperatures turns the mass balance negative over a large part of the
interior ice sheet, and mass loss is accelerated. At around g = 0.7, the ice sheet is almost at its equilibrium
minimum size.

Growth of the ice sheet is limited by the rate of precipitation, which is generally small over Antarctica. There-
fore, lowering CO2 leads to a slow regrowth in AIS ice volume, which remains smaller than its equilibrium
size (Figures 2a and 2b, blue and red lines). The results for the warm start and the cold start simulations are
similar for the descending CO2 branch. At the minimum CO2 level, the ice sheet is at little over half (55%)
the equilibrium volume (Figure S9a). The total transient variability is larger, amounting to approximately
two thirds of the equilibrium variability. This is because the ice sheet is still adapting to the colder climate
when CO2 is already increasing again in the warm start simulation (Figure 2b). Therefore, the AIS initially
continues to expand, which means that even on these long timescales growing ice volume with increasing
CO2 seems possible. The induced hysteresis from this delayed response is only manifested in transient sim-
ulations. It differs from earlier described hysteresis due to the difference in surface height and albedo caused
by the absence or presence of an ice sheet (e.g., Abe-Ouchi et al., 2013; Oerlemans, 1980; Pollard & DeConto,
2005), which is also visible in our equilibrated results.

At around g=0.5, the surface mass balance becomes significantly negative again. This leads to strong enough
ice sheet decay, such that the AIS reaches its equilibrium size again at the maximum CO2 level. In the time
spectrum the delayed peak for the increasing ice sheet is also clearly visible, while the ice sheet volume
follows the forcing more closely when it is waning (Figure 2b). We show that the periodicity of the applied
CO2 cycles has a dominant effect on ice sheet hysteresis. For instance, when the full CO2 cycle is imposed
over only 40 kyr, mimicking the obliquity frequency, the growing ice sheet is further from equilibrium than
in the 400-kyr run (Figures S10a and S10b). Still, surface melt steers the ice sheet quite quickly toward its
small state during warm conditions (g >∼ 0.5). However, returning to colder conditions, the AIS has even
less time to regrow, which prevents the AIS from recovering to its initial conditions. At the minimum CO2
level, the ice sheet size now only reaches 5.1 ·106 km3, roughly 28% of the equilibrium volume (Figure S9b).
Conversely, if an (ad hoc) 1,600 kyr CO2 cycle is applied, the ice she et almost completely recovers, to about
83% of the equilibrium volume at the lowest CO2 level (Figures S9c, S10c, and S10d). Our results therefore do
not contradict earlier studies that varied climate forcing over million year timescales and found equilibrium
and transient AIS responses to be comparable (Gasson et al., 2014; Pollard & DeConto, 2005).

3.3. Impact of Short Timescale Variability on the 𝜹
18O Signal

Next, we investigate the transient behavior of the AIS when it is subject to repeated short timescale climate
variability (Figures 2c and 2d). We perform simulations in which the CO2 index is linearly varied, in the
same manner as before, five consecutive times over 40 kyr. The whole simulated period is therefore 200 kyr.
When CO2 is varied between low and high levels, we obtain an ice sheet ranging between 2 and 7 ·106 km3

ice volume. This is between 9% and 30% of the present-day ice sheet volume, and equivalent to a 12.7-m
difference in sea level.

From our results, we estimate 𝛿18OSW variability by considering a range of 0.85 to 1.08 𝛿18OSW∕100 m.s.l.e.
(Langebroek et al., 2010). The 40-kyr variability of 5 ·106 km3 ice volume (Figure 2c) is then equivalent to
0.11‰ to 0.14‰ 𝛿18OSW. The cold start and warm start simulations converge quickly toward a relatively
small state, due to the earlier described difference between the growth and decay rates. The preferred small
state implies generally low 𝛿18OSW values. Such low values, 1.80‰ (PI value= 3.23 ‰) on average, are shown
by the stacked benthic 𝛿18OSW record of Zachos et al. (2008) over the period 16.5 to 15 Myr ago. By taking
the root of the squared difference between this record interpolated to 1-kyr resolution and the 400-kyr run-
ning average and multiplying by 2, we determine a mean variability of 0.20‰ during this time. Our model
therefore explains 55% to 70% of the variability in the data. Because of the difference in timescale for a grow-
ing and decaying ice sheet, it is difficult to model variability with a larger ice sheet on average. Meanwhile,
the observed benthic 𝛿18OSW (Zachos et al., 2008) shows a similar variability of 0.21‰ with a larger average
of 2.24‰, which suggests a large Antarctic ice volume, during the period 19.0 to 17.5 Myr ago. In light of
our results, this would require a higher contribution of deep-sea temperature and perhaps the Greenland
ice sheet to the 𝛿18OSW variability during this time.

In simulations in which CO2 ranges between medium and high (Figure 2d, solid lines), and between low
and medium levels (Figure 2d, dashed lines), we obtain small variability. In the former case, surface melt

STAP ET AL. 6



Geophysical Research Letters 10.1029/2019GL082163

Figure 3. (a–c) Ice volume over time in the transient index runs in which CO2 is cycled five times over 40 kyr between low and high levels, using (a) orbital
(obliquity) variability around the medium-CO2 climate state, (b) a 0.2 m·year−1·km−1 precipitation lapse rate instead of 0.0 m·year−1·km−1, and c) a late
Eocene topography (Wilson et al., 2012) in the ice sheet model. The runs are initialized from equilibrated cold conditions (low CO2; blue) or warm conditions
(high CO2; red). (d) Ice volume against CO2 in the transient index run in which CO2 is cycled over 400 kyr between low and high levels (red), or between
medium and high levels (orange), starting from equilibrated warm conditions (high CO2; filled triangle) using the late Eocene topography in the ice sheet
model. The direction of ice volume progression is indicated by arrows. Triangles indicate the results of the steady state runs using Miocene climates.

stays sufficiently high so that ice sheet growth is very limited. In the latter case, we simulate a very stable
ice sheet with a large volume, which depends on the initial condition. Crossing the (de)glaciation threshold,
wherever located, is hence a prerequisite for obtaining significant ice volume variability.

3.4. Other Influencing Factors
In this section, we investigate the influence of several factors other than CO2, namely, orbital variability,
ocean temperatures, and bedrock topography, on our simulated Miocene AIS variability. Furthermore, we
perform sensitivity studies on model parameters related to the lapse rate correction of temperature and
precipitation. In section S2 (Fortuin & Oerlemans, 1990), we additionally analyze the influence of ocean
temperatures and the lapse rate correction for atmospheric temperature.

First, we repeat our steady state and 40-kyr variability experiments, including orbital variations. The input
for these runs is taken from COSMOS output of simulations using 450 ppm (medium) CO2 in combina-
tion with high (24◦) and low obliquity (22◦), or alternatively with perihelion during Southern Hemisphere
summer and winter (Stärz; 2013; see also section S1). The steady state ice volume difference between the
AIS during high- and low-obliquity orbits is 9.5 ·106 km3 (22.5 m.s.l.e.) when starting from a deglaciated
and rebounded modern bedrock topography (Table S1). The difference between perihelion during Southern
Hemisphere summer and winter is similar at 9.9 ·106 km3 (23.6 m.s.l.e.). Just as for the simulations using
different CO2 levels, only a small part of this ice volume variability is shown in the transient experiment
(Figure 3a for the obliquity simulations). The results of our orbital simulations imply that transient ice vol-
ume variability is smaller than equilibrium differences, irrespective of how the climate forcing signals are
constructed. In reality, the temperature and precipitation signals imposed on the ice sheet are induced by
a combination of CO2 and orbital changes. These changes may enhance or diminish each other's impacts,
depending on if they are synchronous.
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Second, earlier modeling studies have used different ways to correct precipitation for surface height changes
(e.g., Charbit et al., 2002; Gasson et al., 2014; Kirchner et al., 2011; Quiquet et al., 2012; Yamagishi et al.,
2005; Yan et al., 2016). We refrain from using a precipitation lapse rate correction in our reference exper-
iments. By repeating our 40-kyr variability simulation, we investigate the impact of using a lapse rate of
0.2 m·year−1·km−1. This lapse rate is determined by calculating the mean precipitation change per unit tem-
perature change over the Antarctic domain in the forcing COSMOS runs, which yields 0.025 m·year−1·K−1,
and multiplying with our reference temperature lapse rate of 8.0 K/km. The minimal volume of the AIS is
larger in this case, because of the increased precipitation at high CO2 levels (Figure 3b). This is mainly a
consequence of increased ice sheet height, and also the ice sheet area is more extensive (not shown). We
deduce that a good representation of precipitation is of vital importance for the simulation of the Miocene
AIS. The transient ice volume variability between high and low CO2 levels is now slightly larger than before
at approximately 6 ·106 km3 (15.2 m.s.l.e.). Nevertheless, it remains significantly smaller than the equilib-
rium variability. In the colder and drier Pleistocene climate, on the one hand precipitation rates are smaller,
which would slow down the growth of the AIS further. On the other hand, equilibrium differences are also
smaller, and would therefore be attained more easily in transient simulations.

Lastly, Antarctic bedrock topography is known to have a significant influence on simulated paleo–ice vol-
ume (e.g., Austermann et al., 2015; Gasson et al., 2015, 2016; Huybrechts, 1993; Oerlemans, 1984; Siegert,
2008; Wilson et al., 2013). A recent study found that the evolution of the Antarctic continental shelf over the
past 34 Myr has severely changed the sensitivity of the AIS to climatic forcings (Colleoni et al., 2018). The
Antarctic bedrock topography during the Miocene is, however, very uncertain, and no consensus map has
been published as of yet. In our reference simulations, we therefore use a present-day Antarctic topography
in the ice sheet model. Since Miocene topography was surely different from present-day (De Santis et al.,
1999; Huang et al., 2014), we perform additional 400-kyr and repeated 40-kyr variability experiments, using
the Late Eocene topography of Wilson et al. (2012; extensively discussed in section S3; Lythe & Vaughan,
2001; Wilson et al., 2012). In short, the ice sheet shows different behavior in this case (Figures 3c and 3d
and Table S1). In general, self-sustenance of the AIS is increased. This is because the ablation area of the
EAIS is reduced by the presence of a large WAIS in these runs. Mass loss due to surface melt is therefore
reduced on the EAIS, causing it to grow much thicker when CO2 is decreased. A thicker ice sheet leads to
a stronger height correction for temperature, thereby strengthening the surface-height-temperature feed-
back. Therefore, the EAIS retreats much less when CO2 is increased again. In these runs, the late Eocene
topography used in the ice sheet model differs significantly from the topography that is used in the climate
forcing. Hence, the climate forcing is strongly determined by the (lack of) surface height correction for
temperature and precipitation. Further research on this issue, preferably using a coupled ice sheet-climate
model, is needed to more rigorously assess the influence of bedrock topography on AIS dynamics. Never-
theless, in agreement with Colleoni et al. (2018), we identify bedrock topography as a source of considerable
uncertainty in the evolution of the Miocene AIS.

4. Conclusions
The early to mid-Miocene represents an essential period to test ice sheet models, since large benthic 𝛿18O
fluctuations are recorded during this time, which potentially indicate large continental-scale AIS variability
not displayed after this time (Bijl et al., 2018; Billups & Schrag, 2002; Holbourn et al., 2013; Langebroek
et al., 2010; Lear et al., 2010; Levy et al., 2019; Liebrand et al., 2011, 2017; Shevenell et al., 2008). Here, we
have shown that considering modeled equilibrium states of the Miocene AIS considerably overestimates
transient AIS variability.

We have first performed equilibrium simulations under three different CO2 levels. These show a large ice
volume difference of 16.8 ·106 km3 (39 >m.s.l.e.). However, in transient simulations, in which CO2 is gradu-
ally changed between the extreme levels over the course of 400 kyr, only about two thirds of this variability
is attained. When the length of the CO2 cycle is decreased to 40 kyr, the transient variability is even smaller
at approximately 5 ·106 km3 (12.7 m.s.l.e.). Smaller variability means a reduced contribution of the AIS to
the 𝛿18O signal during the Miocene, warranting a larger contribution from deep-sea temperature changes.

The decay rate of the AIS is relatively fast in our simulated CO2 range, such that high CO2 levels quickly yield
a small AIS. However, the growth rate is significantly smaller due to limited precipitation on the AIS, which
impedes equilibration of the AIS at low CO2 levels. The variability is therefore centered around a preferred
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small state. The slower growth than decay rates also cause ice volume hysteresis to gradual forcing, enabling
ice growth when CO2 increases.

The sensitivity studies we performed show that increased levels of precipitation during the Miocene, result-
ing from the introduction of a precipitation lapse rate, lead to larger equilibrium states at high CO2 levels.
A substantial difference between equilibrium states and transient variability of the AIS is, however, still
present. Furthermore, changing bedrock topography has the potential to significantly alter the transient
dynamics of the AIS, and therefore, it represents a factor of large uncertainty in the evolution of the Miocene
AIS. Experiments forced by climate anomalies resulting from orbital and CO2 changes show qualitatively
similar behavior, meaning transient ice volume variability is smaller than equilibrium differences regardless
of how the climate forcing signals are constructed.
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