
Basics of Environmental 
Physics and Climate

10:00-11:15 Overview with essential questions
1) Astrid Bracher, Ocean Optics and Ocean Color Remote Sensing
2) Gerrit Lohmann,  Dynamics II
3) Christoph Völker, Global Carbon Cycle
4) Gunnar Spreen: Remote Sensing of Ocean and Cryosphere /remote sensing of sea ice, polar regions
5) Mihalis Vrekoussis (Mathematics/Python)
6) Mihalis Vrekoussis Atm. Chemistry together with John P. Burrows, 

11:15-11:30 Break with Posters
11:30-12:45 continue with essential questions

7) Atmospheric Modeling 
8) Christian Melsheimer: Microwave Remote Sensing
9) Alexandra Klemme: Isotopes in Environmental Physics (elective)
10) John Burrows  Atmospheric Physics
12) Gerrit Lohmann, Climate II

12:45-13:30 Break with Posters and food
13:30-14:00 Tour through the building
14:00-15:00 Developing ideas in breakout groups 



How does the Earth System evolve in a warming climate ?

Environmental Changes

Drivers, Thresholds, Variability & Extremes, …

Aim of meeting, overview of key activities, essence
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Drivers, Thresholds, Variability & Extremes, …

Aim of meeting, overview of key activities, essence

Common understanding & Framework

Suitable diversity for interdisciplinary research & teaching

What can be done together?

Developments and gaps





Dynamics II

• underlying dynamics of the atmosphere-ocean system
• The fundamental concepts of atmosphere-ocean flow, energetics, vorticity, 

and waves 
• dynamical equations, climate data, basic physical concepts
• Exercises

Gerrit Lohmann, Monica Ionita
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Rossby waves atmosphere
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7.2 Planetary waves on the computer

Rossby (or planetary) waves are giant meanders in high-altitude winds that are a major influence

on weather. They are easy to observe as (usually 4-6) large-scale meanders of the jet stream. When

these loops become very pronounced, they detach the masses of cold, or warm, air that become

cyclones and anticyclones and are responsible for day-to-day weather patterns at mid-latitudes.

Each large meander, or wave, within the jet stream is known as a Rossby wave (planetary wave).

Rossby waves are caused by changes in the Coriolis effect with latitude. Shortwave troughs, are

smaller scale waves superimposed on the Rossby waves, with a scale of 1,000 to 4,000 kilometres

long, that move along through the flow pattern around large scale, or longwave, ridges and troughs

within Rossby waves (Fig. 7.1).

In planetary atmospheres, they are due to the variation in the Coriolis effect with latitude. The

waves were first identified in the Earth’s atmosphere by Rossby [1939]. The terms "barotropic"

and "baroclinic" Rossby waves are used to distinguish their vertical structure. Barotropic Rossby

waves do not vary in the vertical, and have the fastest propagation speeds. The baroclinic wave

modes are slower, with speeds of only a few centimetres per second or less (atmosphere).

Oceanic Rossby waves are thought to communicate climatic changes due to variability in forc-

ing, due to both the wind and buoyancy. Both barotropic and baroclinic waves cause variations

of the sea surface height, although the length of the waves made them difficult to detect until the

Figure 7.1: Meanders (Rossby Waves) of the Northern Hemisphere’s polar jet stream developing
(a), (b); then finally detaching a "drop" of cold air (c). Orange: warmer masses of air; pink: jet
stream.

https://www.youtube.com/watch?v=Lg91eowtfbw&ab_channel=MetOffice-LearnAboutWeather
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Shallow water dynamics: linear model

We now simplify the system to a linear model. Ignoring bulk advection (u and v are small) in

(7.1,7.2,7.3), and assuming the wave height is a small proportion of the mean height (⌘ << H),

we have:

@tu = f v � g @x⌘ (7.7)

@tv = �f u � g @y⌘ (7.8)

@t⌘ = �@x(Hu) � @y(Hv) . (7.9)

Skew-Hermetian propertiy of the linear shallow water dynamics

The dynamical system (7.7,7.8,7.9) can be rewritten in a more compact form (using the non-

dimensional values).

@tW + LW = 0 (7.10)

With W = (u, v, ⌘) and the operaor

L =

0

BBB@

0 �f @x

f 0 @y

@x @y 0

1

CCCA
. (7.11)

The x and t dependences can be separated in form of zonally propagating waves exp(ikx � i!t) .

W can therfore be writen as

W (x, y, t) =

0

BBB@

û(y)

v̂(y)

⌘̂(y)

1

CCCA
exp(ikx � i!t) = Ŵ exp(ikx � i!t) (7.12)



open shallow2D_rossby.R 
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Figure 7.3: Global Rossby and Kelvin wave signatures in the exercise 49.

7.3 Plain waves

The analysis of the spherical version of the tidal problem is complicated because the Coriolis ef-

fect depends on the latitude and in general we do not have plain waves with sinus and cosinus base

functions.2 However, because of its simplicity, we will study the plain wave theory here. In this ap-

proach, the Coriolis parameters f and � are taken as fixed parameters in the equations. Then, the

wave equations can be reduced to plain waves with eigenfunctions ⇠ exp(ikx + ily � i!t).

2This approximation may be questioned because the trapped character of the Rossby waves is no included, which
is however, observed and simulated (Fig. 7.3). This shows a general problem in perturbation theory: The concept of
manipulations in the differential equations (e.g., by neglecting terms) is not entirely free from ambiguities, and may
lead to a undesirable transition in the solutions of the system. The type of solutions shall be of the form of the observed
(macroscopic) functions and a proper framework of approximations is required (section 8.4).
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How to analyze mode of variability and their 
relationship with our climate?!





Climate II
Gerrit Lohmann & Martin Werner
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Paleoclimate: long-term perspective & test of models



Temperature trend of the last 40 years

Yang, G. Lohmann, … & J. Müller, 2023: The emergent pattern of infant stage ocean 
warming in satellite measurements. Communications Earth & Environment

Information 
based on 
satellites



Satellite-observed strong subtropical ocean warming 
as an early signature of global warming

observed warming pattern is likely a short-term transient response to the increased 
CO2 forcing, which only emerges during the early stage of anthropogenic warming.

AWI-ESM: 
initial shock



Simulated averaged age of the upper 
300-m ocean water column

Yang et al. 2023



Satellite-observed strong subtropical ocean warming 
as an early signature of global warming

Early stage

equiliibrated 
stage



The “Climate dilemma“
• The records of direct temperature measurements are short and 

already fall in the phase of strong human influence. 
• Instrumental data are sparce

• For the time before instrumental records, one has to rely on
information from long-term data and modeling.

The instrumental record: 

(thermometers, barometers, anemometers, oh my!)

http://www.ncdc.noaa.gov/img/climate/research/ghcn/ghcnv2.mean.gif
http://www.weather.gov/timeline

TOOL #1: FANCY WEATHER INSTRUMENTS



CO2

time (ky)

based on NGRIP, 2004; Berger, 1988; Köhler et al., 2017; Archer and Brovkin, 2008

Abrupt climate 
change

Short wave
radiation

Long wave
radiation



Earth’s obliquity oscillates between 22.1° and 24.5° on a 41,000-year cycle. 
The Earth radius  a=6371 km

Highway in Mexico

Effect of obliquity on the position Tropic of Cancer 

?

How many meters per year? 



Lohmann et al., 2020b

Temperature gradient

PACES program = our last 10 years 



Effective heat capacity/heat uptake

Temperatures from EBMs: the e↵ective heat capacity matters 14

a)

b)

Figure 5. a) Anomalous near surface temperature for the vertical mixing experiment
relative to the control climate. b) Vertical temperature anomaly (zonal mean). Shown
is the annual mean of a 100 year mean after 900 years of integration using the Earth
system model COSMOS. Units are �C. Note the di↵erent scales.

Increased k leads to high latitude warming

& pronounced warming at the thermocline.
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Therefore, T̃ = 285 ⇡ 288 K, very similar as in (1). A numerical solution of
(9) is shown as the brownish dashed line in Fig. 2 where the diurnal cycle has
been taken into account and Cp = C

a
p has been chosen as the atmospheric

heat capacity

C
a
p = cpps/g = 1004 JK�1

kg
�1 · 105Pa/(9.81ms

�2) = 1.02 · 107JK�1
m

�2

which is the specific heat at constant pressure cp times the total mass ps/g. ps
is the surface pressure and g the gravity. The temperature T is 286 K, again
close to 288 K.

The e↵ect of heat capacity is systematically analyzed in Fig. 3. The tem-
peratures are relative insensitive for a wide range of Cp. We find a severe drop
in temperatures for heat capacities below 0.01 of the atmospheric heat ca-
pacity C

a
p . We find furthermore a pronounced temperature drop during night

for low values of heat capacities and for long days (e.g. 240 h instead of 24
h) a↵ecting the zonal temperatures (4.5 K colder at the equator). It is an
interesting thought experiment what would happen if the length of the day-
light/night would change. The analysis shows that the e↵ective heat capacity
is of great importance for the temperature, this depends on the atmospheric
planetary boundary layer (how well-mixed with small gradients in the vertical)
and the depth of the mixed layer in the ocean. To make a rough estimate of
the involved mixed layer, one can see that the e↵ective heat capacity of the
ocean is time-scale dependent. A di↵usive heat flux goes down the gradient of
temperature and the convergence of this heat flux drives a ocean temperature
tendency:

C
o
p@tT = �@z(k

o
@zT ) (13)

where kv = k
o
/C

o
p is the oceanic vertical eddy di↵usivity in m

2
s
�1 , and C

o
p

the oceanic heat capacity relevant on the specific time scale. The vertical eddy
di↵usivity kv can be estimated from climatological hydrographic data (Olbers
et al. 1985; Munk and Wunsch 1998) and varies roughly between 10�5 and
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Lohmann et al. 2022, Paleoceanogr.
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Modelling of the Earth System
1) 13.4. INTRODUCTION:
Earth system model components, definitions, processes. (MV)

2) 27.4. NUMERICAL APPROXIMATIONS I:
Finite differences: Ordinary differential equations (Runge-Kutta etc) (ST)

3) 4.5. NUMERICAL APPROXIMATIONS II:
Finite differences: Partial differential equations (Arakawa Grids etc) (ST)

4) 11.5. EXAMPLES: waves, diffusion, boundaries (ST)

5) 25.5. NUMERICAL APPROXIMATIONS III:
Finite Volume and Finite Elements and spectral methods (atmosphere and ocean) (TJ)

6) 14.7. HIGH-PERFORMANCE COMPUTING (scalability, Moore’s law) (TJ)

7) 8.6. ATMOSPHERIC CHEMISTRY I:
Chemistry Transport Models (chemical processes including types of models, box models, grids, coordinates) (MV)

8) 15.6. ATMOSPHERIC CHEMISTRY II:
Inverse methods (MV)

9) 22.6. Earth system models including TRACERS and DYNAMICAL VEGETATION (GL)

10) 29.6. DATA ASSIMILATION (Kalman filters etc) (TJ)

11) 6.7. RANDOM SYSTEMS (Stochastic differential equations, Lattice Gases) (GL)

12) 13.7. CRYOSPHERE (Sea ice, ice sheets, and permafrost) (GL)

Gerrit Lohmann / Silke Thoms / Thomas Jung / Mihalis Vrekoussis



Earth system models 
including tracers and 
dynamical vegetation

1.2 Carbon Reservoirs in the Earth System

1.2.1 Pre-1850 Pools and Fluxes

The preindustrial period, defined conventionally as pre-1850, represents an exten-
ded period (*10 kyr) where atmospheric CO2 concentration was relatively stable
compared to today. Variations in CO2 were less than 20 ppm once the Earth had
finally emerged from the Last Glacial Maximum (LGM) around *20 kya. In the
preindustrial period, the atmosphere contained approximately 590 Petagrams
(Pg = 1 × 1015 g) C, mainly as CO2, while terrestrial vegetation and soils to 3 m
depth contained 450–650 Pg C and 3500 Pg C, respectively, in a diverse array of
organic forms (Fig. 1.3) (Ciais et al. 2013; IPCC 2013; Jobbágy and Jackson 2000;
Hugelius et al. 2014; Schuur et al. 2015). The ocean contained a much larger pool
of C, about 38,000 Pg as dissolved inorganic carbon (DIC), but only a small
fraction of this (900 Pg C) was contained in the surface ocean (*100 m depth) that

ocean floor sediment
1,750 Pg C          3.8%

intermediate &
deep ocean

37,000 Pg C       79.4%

surface ocean
900 Pg C       

vegetation
550 Pg C       1.2%

soil organic matter
3,500 Pg C       7.5%

atmosphere
589 Pg C       1.3%
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inorganic

marine

marine biota
3 Pg C       <1%

9
fossil fuels

1,500 Pg C  3.2%

1.9%

organic

Fig. 1.3 Major C reservoirs in the Earth system shown in Pg C (black numbers) and as fraction of
the total C represented here (red numbers). Number shown here represents the midpoints of ranges
published in Fig. 6.1 of IPCC (2013) with the exception of the soil organic matter pool that
harmonizes new numbers for permafrost with global soil organic C inventories (Schuur et al. 2015)
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Todays lecture

• Earth System Models

• Vegetation & Ecosystem models

• Practicals: Daisy World, vegetation dynamics
https://paleodyn.uni-bremen.de/study/MES/daisy/

• Tracers in the Sea (Carbon, Radiocarbon)

Gerrit Lohmann
MES, 22.6.2023
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Sea Ice



Earth system models 
including tracers and 
dynamical vegetation
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Vegetation & Ecosystem



Displayed on a common 1/4o mesh

CMIP5 mesh

Satellite

CMIP6 (HiRes) mesh

Frontier mesh

Indistinguishable from observations!  

How realistic are climate models ?
Ocean velocity

➔ Large uncertainties in regional changes
➔ Limitations for extreme events



Scalability

Koldunov et al (2019)

Some critical small-scale processes are not represented by the laws of 
physics, but by physically motivated rules of thumb (parametrizations)

➔ Large uncertainties in regional (global) climate change projections
➔ Limitations in predicting extreme events, major feedbacks (ice)

Limited by available HPC capabilities (today)
Limited by our ability to use future HPC systems (tomorrow)

Parameterizations



Data assimilation (Ensemble Kalman Filter)
To make use out of data and models

Parallel Data Assimilation Framework

https://pdaf.awi.de/


Ahmadreza Masoun, PhD



What can learned: 

• Data-model (mis-)fit
• Where do we need more data?
• Problem in the model

Effect of Data assimilation

LGM

Boelling/
Alleroed

Younger 
Dryas



Absent West Antarctic Ice Sheet during the 
early Oligocene glacial maximum

Klages et al.,

1xCO2

2xCO2

3xCO2





Temperatures from EBMs: the e↵ective heat capacity matters 10

Figure 1. Schematic view of the energy absorbed and emitted by the Earth following
(1). Modified after Goose (2015).

Temperatures from EBMs: the e↵ective heat capacity matters 2

the climate’s dependence on the wind field, ocean currents, the Earth rotation, and thus

have only one dependent variable: the Earth’s near-surface air temperature T.

With the development of computer capacities, simpler models have not disappeared;

on the contrary, a stronger emphasis has been given to the concept of a hierarchy of

models’ as the only way to provide a linkage between theoretical understanding and

the complexity of realistic models (von Storch et al., 1999; Claussen et al., 2002). In

contrast, many important scientific debates in recent years have had their origin in the

use of conceptually simple models (Le Treut et al., 2007; Stocker, 2011), also as a way

to analyze data (Köhler et al., 2010) or complex models (Knorr et al., 2011).

Pioneering work has been done by North (North, 1975a,b, North et al., 1981, 1983)

and these models were applied subsequently (e.g., Ghil, 1976; Su and Hsieh, 1976;

Ghil and Childress, 1987; Short et al., 1991; Stocker et al., 1992). Later the EMBs

were equipped by the hydrological cycle (Chen et al., 1995; Lohmann et al., 1996;

Fanning and Weaver, 1996; Lohmann and Gerdes, 1998) to study the feedbacks in

the atmosphere-ocean-sea ice system. One of the most useful examples of a simple,

but powerful, model is the one-/zero-dimensional energy balance model. As a starting

point, a zero-dimensional model of the radiative equilibrium of the Earth is introduced

(Fig. 1)

(1� ↵)S⇡R2 = 4⇡R2
✏�T

4 (1)

where the left hand side represents the incoming energy from the Sun (size of the disk=

shadow area ⇡R
2) while the right hand side represents the outgoing energy from the

Earth (Fig. 1). T is calculated from the Stefan-Boltzmann law assuming a constant

radiative temperature, S is the solar constant - the incoming solar radiation per unit

area– about 1367Wm
�2, ↵ is the Earth’s average planetary albedo, measured to be

0.3. R is Earth’s radius = 6.371 ⇥ 106 m, � is the Stefan-Boltzmann constant =

5.67 ⇥ 10�8JK�4m�2s�1, and ✏ is the e↵ective emissivity of Earth (about 0.612) (e.g.,

Archer, 2010). The geometrical constant ⇡R2 can be factored out, giving

(1� ↵)S = 4✏�T 4 (2)

Solving for the temperature,

T =
4

s
(1� ↵)S

4✏�
(3)

Since the use of the e↵ective emissivity ✏ in (1) already accounts for the greenhouse

e↵ect we gain an average Earth temperature of 288 K (15�C), very close to the global

temperature observations/reconstructions (Hansen et al., 2011) at 14�C for 1951-1980.

Interestingly, (3) does not contain parameters like the heat capacity of the planet. We

will explore that this is essential for the temperature of the Earth’s climate system.

2. A closer look onto the spatial distribution

Let us have a closer look onto (1). The local radiative equilibrium of the Earth is

✏�T
4 = (1� ↵)S cos' cos⇥ ⇥ 1[�⇡/2<⇥<⇡/2](⇥) (4)

Temperatures from EBMs: the e↵ective heat capacity matters 10

Figure 1. Schematic view of the energy absorbed and emitted by the Earth following
(1). Modified after Goose (2015).

Lohmann, 2020

Heat capacity of the climate system

Fast rotation

Energy balance model: Concepts of climate


