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0.1. OUTLINE, SCOPE, AND RATIONALE OF THE BOOK

This is an introductory text on the circulation of the atmosphere and ocean, with an
emphasis on global scales. It has been written for undergraduate students who have no prior
knowledge of meteorology and oceanography or training in fluid mechanics. We believe
that the text will also be of use to beginning graduate students in the field of atmospheric,
oceanic, and climate science. By the end of the book we hope that readers will have a
good grasp of what the atmosphere and ocean look like on the large scale, and, through
application of the laws of mechanics and thermodynamics, why they look like they do. We
will also place our observations and understanding of the present climate in the context of
how climate has evolved and changed over Earth’s history.

The book is roughly divided in to three equal parts. The first third deals exclusively
with the atmosphere (Chapters 1 to 5), the last third with the ocean and its role in climate
(Chapters 9 to 12). Sandwiched in between we develop the necessary fluid dynamical
background (Chapter 6 and 7). Our discussion of the general circulation of the atmosphere
(Chapter 8), follows the dynamical chapters. The text can be used in a number of ways.
It has been written so that those interested primarily in the atmosphere might focus on
Chapters 1 to 8. Those interested in the ocean can begin at Chapter 9, referring back as
necessary to the dynamical Chapters 6 and 7. It is our hope, however, that many will be
interested in learning about both fluids. Indeed, one of the joys of working on this text—and
using it as background material for undergraduate courses taught at the Massachusetts
Institute of Technology (MIT)—has been our attempt to discuss the circulation of the
atmosphere and ocean in a single framework and in the same spirit.

In our writing we have been led by observations rather than theory. We have not written
a book about fluid dynamics illustrated by atmospheric and oceanic phenomena. Rather
we hope that the observations take the lead, and theory is introduced when it is needed.
Advanced dynamical ideas are only used if we deem it essential to bring order to the
observations. We have also chosen not to unnecessarily formalize our discussion. Yet, as far
asis possible, we have offered rigorous physical discussions expressed in mathematical form:
we build (nearly) everything up from first principles, our explanations of the observations
are guided by theory, and these guiding principles are, we hope, clearly espoused.

The majority of the observations described and interpreted here are available electron-
ically via the companion Web site, http://books.elsevier.com/companions/9780125586917.
We make much use of the remarkable database and web-browsing facilities developed at
the Lamont Doherty Earth Observatory of Columbia University. Thus the raw data pre-
sented by figures on the pages of the book can be accessed and manipulated over the web,
as described in Section A.5.

One particularly enjoyable aspect of the courses from which this book sprang has been
the numerous laboratory experiments carried out in lectures as demonstrations, or studied
in more detail in undergraduate laboratory courses. We hope that some of this flavor comes
through on the written page. We have attempted to weave the experiments into the body of
the text so that, in the spirit of the best musicals, the ‘song and dance routines” seem natural
rather than forced. The experiments we chose to describe are simple and informative, and
for the most part do not require sophisticated apparatus. Video loops of the experiments
can be viewed over the Web, but there is no real substitute for carrying them out oneself.
We encourage you to try. Details of the equipment required to carry out the experiments,
including the necessary rotating turntables, can be found in Section A 4.

Before getting on to the meat of our account, we now make some introductory remarks
about the nature of the problems we are concerned with.

xiii



Xiv 0.2. PREFACE

0.2. PREFACE

The circulation of the atmosphere and oceans is inherently complicated, involving the
transfer of radiation through a semi-transparent medium of variable composition, phase
changes between liquid water, ice and vapor, interactions between phenomena on scales
from centimeters to the globe, and timescales from seconds to millennia. But one only has
to look at a picture of the Earth from space, such as that shown in Fig. 1, to appreciate that
organizing principles must be at work to bring such order and beauty.

This book is about the large-scale circulation of the atmosphere and ocean and the
organizing fluid mechanical principles that shape it. We will learn how the unusual
properties of rotating fluids manifest themselves in and profoundly influence the circulation
of the atmosphere and ocean and the climate of the planet. The necessary fluid dynamics will
be developed and explored in the context of phenomena that play important roles in climate,
such as convection, weather systems, the Gulf Stream, and the thermohaline circulation
of the ocean. Extensive use is made of laboratory experiments to isolate and illustrate
key ideas. Any study of climate dynamics would be incomplete without a discussion of
radiative transfer theory, and so we will also cover fundamental ideas on energy balance.
In the final chapters we discuss the interaction of the atmosphere, ocean, and ice and how
they collude together to control the climate of the Earth. The paleoclimate record suggests
that the climate of the past has been very different from that of today. Thus we use the

FIGURE 1. A view of Earth from space over the North Pole. The Arctic ice cap can be seen in the center. The
white swirls are clouds associated with atmospheric weather patterns. Courtesy of NASA /JPL.
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understanding gleaned from our study of the present climate to speculate on mechanisms
that might drive climate change.

In these introductory remarks we draw out those distinctive features of the fluid mechanics
of the atmosphere and ocean that endow its study with a unique flavor. We are dealing with
what can be called “natural” fluids, which are energized thermally on a differentially-heated
sphere whose rotation tightly constrains the motion.

0.2.1. Natural fluid dynamics

Fluid dynamics is commonly studied in engineering and applied mathematics depart-
ments. A typical context might be the following. In a fluid of constant density, shearing
eddies develop whenever circumstances force a strong shear (velocity contrast over a short
distance). For example, flow past a solid obstacle leads to a turbulent wake (see Fig. 2), as in
the flow of water down a stream or in air blowing over an airfoil. The kinetic energy of the
eddying motion comes from the kinetic energy of steady flow impinging on the obstacle.

The problem can be studied experimentally (by constructing a laboratory analog of the
motion) or mathematically (by solving rather complicated differential equations). However,
shear-induced turbulence, and indeed much of classical hydrodynamics,1 is not directly
applicable to the fluid dynamics of the atmosphere and ocean, because it assumes that the
density, p, is constant, or more precisely, that the density only depends on the pressure,? p
such that p = p(p). The energy source for the eddies that form the turbulent wake in Fig. 2 is
the kinetic energy of the incoming steady stream. There is a superficial resemblance to the
ubiquitous large-scale eddies and swirls observed in the atmosphere, beautifully revealed
by the water vapor images shown in Fig. 3. However, the energy for the eddies seen in Fig. 3
comes directly or indirectly from thermal rather than mechanical sources.

Let us consider for a moment what the atmosphere or ocean would be like if it were
made up of a fluid in which the density is independent of temperature and so can be
written p = p(p). Because of the overwhelming influence of gravity, pressure increases
downward in the atmosphere and ocean. If the arrangement is to be stable, light fluid

obstacle

eddies

—_—

turbulent
steady flow | wake
—\
eddies
boundary
layer

FIGURE 2. Schematic diagram showing a fluid of constant density flowing past a solid obstacle, as might happen
in the flow of water down a stream. Shearing eddies develop in a thin layer around the obstacle and result in a
turbulent wake in the lee of the obstacle. The kinetic energy of the eddying motion comes from the kinetic energy
of the steady flow impinging on the obstacle.

'See, for example, the treatise on classical hydrodynamics by Horace Lamb: Hydrodynamics, Cambridge, 1932.
’A fluid in which the density depends only on the pressure, p = p(p), is called a barotropic fluid. A fluid in which the
density depends on both temperature and pressure, p = p(p, T), is called a baroclinic fluid.
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FIGURE 3. A mosaic of satellite images showing the water vapor distribution over the globe at a height of
6—10 km above the surface. We see the organization of H,O by the circulation; dry (sinking) areas in the subtropics
(£30°) are dark, moist (upwelling) regions of the equatorial band are bright. Jet streams of the middle latitudes
appear as elongated dark regions with adjacent clouds and bright regions. From NASA.

low pressure light fluid

p=p(p) STABLE g

high pressure heavy fluid

FIGURE 4. Because of the overwhelming importance of gravity, pressure increases downward in the atmosphere
and ocean. For gravitational stability, density must also increase downward—as sketched in the diagram—with
heavy fluid below and light fluid above. If p = p(p) only, then the density is independent of T, and the fluid cannot
be brought into motion by heating and/or cooling.

must be on top of heavy fluid, and so the density must also increase downward, as
sketched in Fig. 4. Now if p does not depend on T, the fluid cannot be brought into motion
by heating/cooling. We conclude that if we make the assumption p = p(p), then life is
abstracted out of the fluid, because it cannot convert thermal energy into kinetic energy. But
everywhere around us in the atmosphere and ocean we find fluid doing just that: acting as
a natural heat engine, generating and maintaining its own motion by converting thermal
energy into kinetic energy. The fluid can only do this because p is not just a function
of p. If p depends on both pressure and ’cempera’cure,3 p=p(p, T), as sketched in Fig. 5,
then fluid heated by the Sun, for example, can become buoyant and rise in convection.
Such a fluid can convect by converting thermal energy into kinetic energy—it is full of life
because it can be energized thermally.

°The density of the ocean depends on salinity as well as temperature and pressure: p = p(p, S, T). Then, for example,
convection can be triggered from the surface layers of the ocean by the formation of ice; fresh water is locked up in the ice,
leaving brackish and hence heavy water behind at the surface.
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FIGURE 5. In contrast to Fig. 4, if p depends on both pressure and temperature, p = p(p, T), then fluid heated
by the Sun, for example, can become buoyant and rise in convection. Such a fluid can be energized thermally.

In meteorology and oceanography we are always dealing with fluids in which
p=pp, T, ...) and turbulence is, in the main, thermally rather than mechanically main-
tained. Rather than classical hydrodynamics we are concerned with natural aerodynamics or
geophysical fluid dynamics, the fluid dynamics of real fluids. The latter phrase, often going
by the shorthand GFD, is now widely used to describe the kind of fluid dynamics we are
dealing with.

0.2.2. Rotating fluid dynamics: GFD Lab 0

In climate dynamics we are not only dealing with the natural fluids just described, but
also, because Earth is a rapidly rotating planet, with rotating fluids. As we shall see during
the course of our study, rotation endows fluids with remarkable properties.

If one looks up the definition of fluid in the dictionary, one finds:

something that can “change rapidly or easily” or
“fill any container into which it is poured.”

But fluid on a rotating planet cannot move in arbitrary paths because, if the scales of
motion are sufficiently large and sluggish, they are profoundly aware of and affected by
rotation. In a very real sense the atmosphere and ocean are not “fluid”” at all; they are tightly
constrained by the rotation of the Earth. This constraint makes the two fluids more similar
than one might expect—the atmosphere and ocean can, and we would argue should, be
studied together. This is what we set out to do in this text.

The unusual properties of rotating fluids can be demonstrated in the following very
simple laboratory experiment.

GFD Lab 0: Rigidity imparted to rotating fluids

We take two tanks and place one on a rotating table and the other on a desk in the
laboratory. We fill them with water to a depth of ~20 cm, set the rotating table turning at
a speed of 15-20 revolutions per minute (see Section A.4 for discussion of rotating table)
and leave them to settle down for 15 minutes or so. We gently agitate the two bodies
of water—one’s hand is best, using an up-down beating motion (try not to introduce a
systematic swirl)—to generate motion, and wait (<1 minute) for things to settle down a
little, but not so long that the currents die away. We observe the motion by introducing dye
(food coloring).
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In the nonrotating tank the dye disperses much as we might intuitively expect. But in
the rotating body of water something glorious happens. We see beautiful streaks of dye
falling vertically; the vertical streaks become drawn out by horizontal fluid motion into
vertical ‘curtains” which wrap around one another. Try two different colors and watch the
interleaving of fluid columns (see Fig. 6 here and Fig. 7.7 in Chapter 7)

The vertical columns, which are known as Taylor columns after G. I. Taylor who discovered
them (see Chapter 7), are a result of the rigidity imparted to the fluid by the rotation of the
tank. The water moves around in vertical columns which are aligned parallel to the rotation
vector. It is in this sense that rotating fluids are rigid. As the horizontal spatial scales and
timescales lengthen, rotation becomes an increasingly strong constraint on the motion of
both the atmosphere and ocean.

On what scales might the atmosphere, ocean, or our laboratory experiment, “feel”
the effect of rotation? Suppose that typical horizontal currents (atmospheric or oceanic,
measured, as they are, in the rotating frame) are given by U, and the typical distance over
which the current varies is L. Then the timescale of the motion is L/U. Let’s compare this
with 7z, the period of rotation, by defining a nondimensional number (known as the Rossby

rot/

number; see Section 7.1):

Uxz,
R, =

L

FIGURE 6. Taylor columns revealed by food coloring in the rotating tank. The water is allowed to come into
solid body rotation and then gently stirred by hand. Dyes are used to visualize the flow. At the top we show the
rotating cylinder of water with curtains of dye falling down from the surface. Below we show the beautiful patterns
of dyes of different colors being stirred around one another by the rotationally constrained motion.
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/_ Radiative Transfer i;'

Water Vapor Closed Cycle Heating

ﬂ
S

FIGURE 7. A schematic diagram showing the interplay between radiative transfer and circulation. The absorption
of radiation by the atmosphere is very sensitive to the distribution of water vapor. But the water vapor distribution
depends on the motion, which in turn depends on the heating, completing a closed cycle.

If R, is much greater than one, then the timescale of the motion is short relative to a
rotation period, and rotation will not significantly influence the motion. If R, is much less
than one, then the motion will be aware of rotation.

In our laboratory tank we observe horizontal swirling of perhaps U ~ 1 cms™ over the
scale of the tank, L ~ 30 cm, which is rotating with a period zi.nk = 3 s. This yields a Rossby
number for the tank flow of R,,,, = 0.1. Thus rotation will be an important constraint on the
fluid motion, as we have witnessed by the presence of Taylor columns in Fig. 6.

Let us estimate R, for large-scale flow in the atmosphere and ocean.

1

e ATMOSPHERE (e.g., for a weather system), discussed in Chapter 5 and Chapter 7:
L ~ 5000 km, U ~ 10 ms™!,and 7, =1 d ~ 10°s, giving R,,,,. = 0.2, which suggests
that rotation will be important.

Oatmos

® OCEAN (e.g., for the great gyres of the Atlantic or Pacific Oceans, described in
Chapter 9): L ~ 1000 km, U ~ 0.1 ms™, giving R,,,, = 0.01, and rotation will be a
controlling factor.

Oocean

It is clear then that rotation will be of paramount importance in shaping the pattern
of air and ocean currents on sufficiently large scales. Indeed, much of the structure and
organization seen in Fig. 1 is shaped by rotation.

0.2.3. Holicism

There is another aspect that gives our study of climate dynamics its distinctive flavor.
The climate is a unity. Only if great care is taken can it be broken up and the parts studied
separately, since every aspect affects every other aspect. To illustrate this point, let us
consider the interplay between the transfer of radiation through the atmosphere (known
as radiative transfer) and the fluid motion. As we shall see in Chapter 2 and Chapter 3,
the radiative temperature profile depends on, among other things, the distribution of water
vapor, because water vapor strongly absorbs radiation in the same wavelengths that the
Earth principally radiates. But the water vapor distribution is not given because it depends
on the motion, as can be clearly seen in Fig. 3. The motion in turn depends on the heating,
which depends on the radiative transfer. The closed cycle sketched in Fig. 7 must be studied
as a whole.
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So the background may be ordinary physics—classical mechanics and thermodynam-
ics applied to a fluid on a rotating, differentially-heated sphere—but the study of the
whole process has its own unique flavor. The approach is HOLISTIC rather than reductio-
nist, because there is never a single cause. If one asks the question, “Why do swallows
migrate south in the autumn?”’ string theory will never give us the answer; this kind of
science may.

The companion Web site containing links to laboratory streaming videos and notes,
solutions to end of chapter exercises, and an image gallery to complement the text can be
found at http://books.elsevier.com/companions/9780125586917.
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1.3.3. GFD Lab I: Cloud formation on adiabatic expansion

1.4. Problems

The atmosphere (and ocean) are thin
films of fluid on the spherical Earth under
the influence of gravity, Earth’s rotation,
and differential heating by solar radiation.
In this chapter we describe the chemical
composition of the atmosphere and key
physical properties of air. We discuss the
equation of state of air (the connection
between pressure, density, and tempera-
ture) and key properties of moist air. In
particular, we will learn that warm air is
generally more moist than cold air, a fact
that has enormous implications for the
climate of the planet.

1.1. GEOMETRY

The Earth is an almost perfect sphere
with mean radius a = 6370km, a surface
gravity field ¢ =9.81ms™2, and a rotation
period of g4, = 24 h, equivalent to an angu-
lar velocity Q = 27/zpgm =727 x 107557}
(see Table 1.1).

The atmosphere which envelops the
Earth is very thin; it fades rapidly away

TABLE 1.1. Some parameters of Earth.
Earth’s rotation rate Q 7.27 x 1079571
Surface gravity g 9.81 ms™2
Earth’s mean radius a 6.37 x 10°m
Surface area of Earth 4742  5.09 x 101 m?
Area of Earth’s disc 7a> 1.27 x 1014 m?2

with altitude and does not have a definite
top. As we shall see in Chapter 3, its den-
sity decreases approximately exponentially
away from the surface, falling by a factor of
e about every 7km. About 80% of the mass
of the atmosphere is contained below 10 km
altitude. Fig. 1.1 shows, to scale, a shell
of thickness 10km on a sphere of radius
6370 km.

The thinness of the atmosphere allows us
to make some simplifications. For one thing,
we can take ¢ to be constant (the fractional
decrease in gravity from the Earth’s surface
to 10km altitude is about 10™* and so is
negligible in most applications). We will
see that we can often neglect the Earth’s
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FIGURE 1.1. The thinness (to scale) of a shell of
10 km thickness on the Earth of radius 6370 km.

curvature and assume planar geometry. But
there are of course (as we will also see) some
aspects of spherical geometry that cannot be
neglected.

Land covers about 30% of the surface
of the Earth and, at the present time in
Earth’s history, about 70% of Earth’s land is
in the northern hemisphere (see Fig. 9.1). As
Fig. 1.2 illustrates, the height of mountains
rarely exceeds 2km and so is a relatively
small fraction of the vertical decay scale of
the atmosphere. Thus, unlike the ocean, the
atmosphere is not confined to basins. As it
flows around the globe, air is deflected by
topography but never completely blocked.

| Antarctica

Sea Level

1.2. CHEMICAL COMPOSITION OF
THE ATMOSPHERE

Air is a mixture of “permanent” gases
(N2, Oy) in constant ratio together with
minor constituents (see Table 1.2). The
molecular weight of the mixture that makes
up air is 28.97, so that 22.4 liters of air
at standard temperature and pressure (STP;
T = 273K and p = 1013 h Pa) weighs 28.97 g.

The composition of air is a direct conse-
quence of the supply of elements from the
Earth’s interior and the presence of life on
the surface. Photosynthesis by plants makes
O,; nitrogenous compounds from living
organisms are returned to the atmosphere
as N from metabolism. Lightning converts
N, into usable molecules for life. Two of
the most important minor constituents are
H,O and COy; they play a central role in
controlling the temperature of the Earth’s
surface (see Chapter 2) and sustaining life
(living material is primarily composed of C,
Hand O).

Atmospheric water vapor is present
in variable amounts (typically 0.5% by
volume). It is primarily the result of evap-
oration from the ocean’s surface. Unlike N,
and O,, water vapor—and to a lesser degree
CO,—is of great importance in radiative
transfer (the passage of radiation through
the atmosphere), because it strongly absorbs
and emits in the infrared, the region of
the spectrum (wavelengths about 10 um)

Pyrenees
Atlas Mts,

Topography (m)
4000 — 2000 O 2000 4000 G000

Atlantic
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FIGURE 1.2. A north-south section of topography relative to sea level (in meters) along the Greenwich meridian
(0° longitude) cutting through Fig. 9.1. Antarctica is over 2km high, whereas the Arctic Ocean and the south
Atlantic basin are about 5 km deep. Note how smooth the relief of the land is compared to that of the ocean floor.
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TABLE 1.2. The most important atmospheric constituents. The chlorofluorocarbons (CFCs) CCL,F, and CCI3F
are also known as CFC-12 and CFC-11, respectively. [N.B. (ppm, ppb, ppt) = parts per (million, billion, trillion)]
The concentrations of some constituents are increasing systematically because of human activity. For example, the
CO; concentration of 380 ppm was measured in 2004 (see Fig. 1.3); CFCs are now decreasing in concentration

following restrictions on their production.

Chemical Molecular Proportion Chemical Molecular Proportion
species weight (g mol™") by volume species weight by volume
N> 28.01 78% O3 48.00 ~500 ppb
O, 32.00 21% N,O 44.01 310 ppb
Ar 39.95 0.93% Cco 28.01 120 ppb
H,O (vapor) 18.02 ~0.5% NH3 17.03 ~100 ppb
CO, 4401 380 ppm NO, 46.00 ~1ppb
Ne 20.18 19 ppm CCLF, 120.91 480 ppt
He 4.00 5.2 ppm CCI3F 137.37 280 ppt
CHy 16.04 1.7 ppm SO, 64.06 ~200 ppt
Kr 83.8 1.1 ppm H»S 34.08 ~200 ppt
H» 2.02 ~500 ppb AIR 28.97

Mauna Loa Observatory, Hawaii
Monthly Average Carbon Dioxide Concentration
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FIGURE 1.3. Atmospheric CO; concentrations observed at Mauna Loa, Hawaii (19.5° N, 155.6° W). Note the
seasonal cycle superimposed on the long-term trend. The trend is due to anthropogenic emissions. The seasonal
cycle is thought to be driven by the terrestrial biosphere: net consumption of CO; by biomass in the summertime
(due to abundance of light and heat) and net respiration in wintertime.

at which Earth radiates energy back out
to space (see Chapter 2). The CO, concen-
tration in the atmosphere is controlled by
such processes as photosynthesis and res-
piration, exchange between the ocean and
the atmosphere, and, in the modern world,
anthropogenic activities.

It is important to note that the pro-
portion of some constituents (especially
chemically or physically active species, such
as H,O) is variable in space and time.
Moreover, several crucially important con-
stituents (e.g., H,O, CO,, Os3) are present
in very small concentrations, and so are
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sensitive to anthropogenic activity. For
example, Fig. 1.3 shows the CO, concen-
tration measured at the Hawaiian island of
Mauna Loa. Atmospheric CO, concentra-
tion has risen from 315 ppm to 380 ppm
over the past 50 years. Preindustrial levels
of CO, were around 280 ppm; it is thought
that over the course of Earth’s history,
CO; levels have greatly fluctuated. Atmo-
spheric CO, concentrations were probably
markedly different in warm as opposed to
cold periods of Earth’s climate. For exam-
ple, at the last glacial maximum 20,000 years
ago, CO, concentrations are thought to have
been around 180 ppm. Reconstructions of
atmospheric CO, levels over geologic time
suggest that CO, concentrations were per-
haps five times the present level 220 million
years ago, and perhaps 20 times today’s
concentration between 450 and 550 million
years ago, as we shall see in Section 12.3 and
Fig. 12.14.If the curve shown in Fig. 1.3 con-
tinues its exponential rise, then by the end
of the century, CO, concentrations will have
reached levels—perhaps 600 ppm—not seen
since 30 million years ago, a period of great
warmth in Earth history.

1.3. PHYSICAL PROPERTIES OF
AIR

Some important numbers for Earth’s
atmosphere are given in Table 1.3. Global
mean surface pressure is 1.013 x 10°Pa =
1013 hPa. (The hecto Pascal is now the
official unit of atmospheric pressure
[1 hPa = 10? Pa], although the terminology
“millibar” [1 mbar =1 hPa] is still in
common use and will also be used here.)

The global mean density of air at the
surface is 1.235 kgm~>. At this average den-
sity we require a column of air of about
7-8km high to exert pressure equivalent to
1 atmosphere.

Throughout the region of our focus (the
lowest 50 km of the atmosphere), the mean
free path of atmospheric molecules is so
short and molecular collisions so frequent
that the atmosphere can be regarded as a
continuum fluid in local thermodynamic equi-
librium (LTE), and so the ““blackbody’” ideas
to be developed in Chapter 2 are applicable.
(These statements break down at sufficiently
high altitude, 2 80km, where the density
becomes very low.)

1.3.1. Dry air

If in LTE, the atmosphere accurately obeys
the perfect gas law,! then

Rg:r RT 1-1
P—Pm_ =p ’ (_)

a

where p is pressure, p, density, T, absolute
temperature (measured in Kelvin), R,, the
universal gas constant

R, = 8.3143] K 'mol ™,

the gas constant for dry air

R
R= ﬁg =287]kg 'K,

a

and the mean molecular weight of dry
air (see Table 1.2, last entry), m, = 28.97
(x107% kg mol ).

Robert Boyle (1627—1691) made important contributions to physics and chemistry and is best
known for Boyle’s law, describing an ideal gas. With the help of Robert Hooke, he showed
among other things that sound did not travel in a vacuum, proved that flame required air,
and investigated the elastic properties of air.
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TABLE 1.3.

Some atmospheric numbers.

Atmospheric mass

Global mean surface pressure
Global mean surface temperature T

Global mean surface density

M, 526x10¥kg
ps  1.013 x 10° Pa
288K

ps  1235kgm™

TABLE 1.4. Properties of dry air at STP.

Specific heat at constant pressure
Specific heat at constant volume
Ratio of specific heats

Density at 273K, 1013mbar
Viscosity at STP

Kinematic viscosity at STP
Thermal conductivity at STP

Gas constant for dry air

o 1005] kg 1 K1

Co 718 kg 1 K™!

Y 1.40

Po 1.293kgm~3

U 1.73x 10 kgm™'s7!
v= £ 134 x 10 m2s~!

K 240 x 1072 Wm—2K!
R 287.05] kg K1

From Eq. 1-1 we see that it is only nec-
essary to know any two of p, T, and p
to specify the thermodynamic state of dry
air completely. Thus at STP, Eq. 1-1 yields
a density py =1.293kgm™, as entered in
Table 1.4, where some of the important
physical parameters for dry air are listed.

Note that air, as distinct from liquids, is
compressible (if p increases at constant T, p
increases) and has a relatively large coeffi-
cient of thermal expansion (if T increases at
constant p, p decreases). As we shall see,
these properties have important conse-
quences.

1.3.2. Moist air

Air is a mixture of gases, and the ideal gas
law can be applied to the individual com-
ponents. Thus if p, and p; are, respectively,
the masses of water vapor and of dry air per
unit volume (i.e., the partial densities) then
the equations for the partial pressures (that
is the pressure each component would exert
at the same temperature as the mixture, if it

alone occupied the volume that the mixture
occupies) are:

e = p,R,T; (1-2)

pa = paRaT, (1-3)

where e is the partial pressure of water
vapor, py is the partial pressure of dry air,
R, is the gas constant for water vapor, and
R, is the gas constant for dry air. By Dalton’s
law of partial pressures, the pressure of the
mixture, p, is given by:

p=pate.

In practice, because the amount of water
vapor in the air is so small (see Table 1.2),
we can assume that p; >> e, and so p ~ p,.
Now imagine that the air is in a box at
temperature T, and suppose that the floor
of the box is covered with water, as shown
in Fig. 1.4. At equilibrium, the rate of evap-
oration will equal the rate of condensation,
and the air is said to be saturated with water
vapor. If we looked into the box, we would
see a mist.? At this point, e has reached

* This is true provided there are plenty of condensation nuclei—tiny particles—around to ensure condensation takes

place (see GFD Lab I).
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FIGURE 1.4. Air over water in a box at tempera-
ture T. At equilibrium the rate of evaporation equals
the rate of condensation. The air is saturated with water
vapor, and the pressure exerted by the vapor is es, the
saturated vapor pressure. On the right we show the
mixture comprising dry ‘d” and vapor ‘v components.
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FIGURE 1.5. Saturation vapor pressure e; (in mbar)
as a function of T in °C (solid curve). From Wallace &
Hobbs, (2006).

the saturated vapor pressure, ¢;. In fact,
saturation occurs whenever the partial pres-
sure of water exceeds the saturation vapor
pressure e;. As shown in Fig. 1.5, ¢, is a func-
tion only of temperature and increases very
rapidly with T. To a good approximation
at typical atmospheric temperatures, e;(T) is
given by:

e, = AePT (1-4)

where A = 6.11 hPa and p = 0.067°C™!
are constants and T is in °C, a simpli-
fied statement of the Clausius-Clapeyron
relationship. The saturated vapor pressure

increases exponentially with temperature, a
property which is enormously important for
the climate of the planet.

From Eq. 1-4 (see also Fig. 1.5) we
note that e; = 16.7hPa at T = 15°C. From
Table 1.2 we deduce that R, = R¢/m, =
461.39]kg_1 K~! and so, using Eq. 1-2, at
saturation p, = 0.0126kgm™=. This is the
maximum amount of water vapor per unit
volume that can be held by the atmosphere
at this temperature.

The e,(T) curve shown in Fig. 1.5 has the
following very important climatic
consequences:

® The moisture content of the atmosphere
decays rapidly with height, because T
decreases with height, from the Earth’s
surface up to 10 km or so. In Chapter 3
we will see that at the surface the mean
temperature is about 15°C, but falls to
about —50°C at a height of 10 km (see
Fig. 3.1). We see from Fig. 1.5 thate; — 0
at this temperature. Thus most of the
atmosphere’s water vapor is located in
the lowest few km. Moreover, its
horizontal distribution is very inhomo-
geneous, with much more vapor in the
warm tropics than in cooler higher
latitudes. As will be discussed in
Chapter 2, this is crucially important in
the transfer of radiation through the
atmosphere.

® Air in the tropics tends to be much more

moist than air over the poles, simply
because it is warmer in the tropics than
in polar latitudes; see Section 5.3.

® Precipitation occurs when moist air is

cooled by convection, and causes H,O
concentrations to be driven back to their
value at saturation at a given T see
Section 4.5.

® In cold periods of Earth’s history, such as

the last glacial maximum 20,000 years
ago, the atmosphere was probably much
more arid than in warmer periods.
Conversely, warm climates tend to be
much more moist; see Section 12.3.
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1.3.3. GFD Lab I: Cloud formation on

adiabatic expansion

The sensitive dependence of saturation
vapor pressure on temperature can be read-
ily demonstrated by taking a carboy and
pouring warm water into it to a depth of
a few cm, as shown in Fig. 1.6. We leave
it for a few minutes to allow the air above
the warm water to become saturated with
water vapor. We rapidly reduce the pressure
in the bottle by sucking at the top of the car-
boy. You can use your lungs to suck the air
out, or a vacuum cleaner. One might expect
that the rapid adiabatic expansion of the
air would reduce its temperature and hence
lower the saturated vapor pressure suffi-
ciently that the vapor would condense to
form water droplets, a “cloud in the jar.” To
one’s disappointment, this does not happen.

The process of condensation of vapor to
form a water droplet requires condensation

FIGURE 1.6. Warm water is poured into a carboy
to a depth of 10cm or so, as shown on the left. We
leave it for a few minutes and throw in a lighted match
to provide condensation nuclei. We rapidly reduce
the pressure in the bottle by sucking at the top. The
adiabatic expansion of the air reduces its temperature
and hence the saturated vapor pressure, causing the
vapor to consense and form water droplets, as shown
on the right.

nuclei, which are small particles on which
the vapor can condense. We can introduce
such particles into the carboy by dropping
in a lighted match and repeating the experi-
ment. Now on decompression we do indeed
observe a thick cloud forming which disap-
pears again when the pressure returns to
normal, as shown in Fig. 1.6 (right).

In the bottom kilometer or so of the atmo-
sphere there are almost always abundant
condensation nuclei, because of the pres-
ence of sulfate aerosols, dust, smoke from
fires, and ocean salt. Clouds consist of lig-
uid water droplets (or ice particles) that are
formed by condensation of water vapor onto
these particles when T falls below the dew
point, which is the temperature to which
air must be cooled (at constant pressure
and constant water vapor content) to reach
saturation.

A common atmospheric example of the
phenomenon studied in our bottle is the
formation of fog due to radiational cooling
of a shallow, moist layer of air near the
surface. On clear, calm nights, cooling due
to radiation can drop the temperature to
the dew point and cause fog formation, as
shown in the photograph of early morning
mist on a New England lake (Fig. 1.7).

The sonic boom pictured in Fig. 1.8 is a
particularly spectacular consequence of the
sensitive dependence of ¢; on T: just as in
our bottle, condensation of water is caused
by the rapid expansion and subsequent adi-
abatic cooling of air parcels induced by the
shock waves resulting from the jet going
through the sound barrier.

1.4. PROBLEMS

1. Given that the acceleration due to
gravity decays with height from the
centre of the Earth following an inverse
square law, what is the percentage
change in g from the Earth’s surface
to an altitude of 100 km? (See also
Problem 6 of Chapter 3.)
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FIGURE 1.7. Dawn mist rising from Basin Brook Reservoir, White Mountain National Forest, July 25, 2004.

Photograph: Russell Windman.

FIGURE 1.8. A photograph of the sound barrier
being broken by a US Navy jet as it crosses the Pacific
Ocean at the speed of sound just 75 feet above the ocean.
Condensation of water is caused by the rapid expansion
and subsequent adiabatic cooling of air parcels induced
by the shock (expansion/compression) waves caused
by the plane outrunning the sound waves in front of it.
Photograph was taken by John Gay from the top of an
aircraft carrier. The photo won First Prize in the science
and technology division of the World Press Photo 2000
contest.

2. Compute the mean pressure at the
Earth’s surface given the total mass of
the atmosphere, M, (Table 1.3), the

acceleration due to gravity, g, and the
radius of the Earth, a (Table 1.1).

. Express your answer to Problem 2 in

terms of the number of apples per
square meter required to exert the
same pressure. You may assume that a
typical apple weighs 0.2 kg. If the
average density of air is 5 apples per
m? (in apple units), calculate how high
the apples would have to be stacked at
this density to exert a surface pressure
equal to 1000 h Pa. Compare your
estimate to the scale height, H, given
by Eq. 3.6 in Section 3.3.

. Using (i) Eq. 1-4, which relates the

saturation vapor pressure of H,O to
temperature T, and (ii) the equation of
state of water vapor, ¢ = p,R,T (see
discussion in Section 1.3.2), compute
the maximum amount of water vapor
per unit volume that air can hold at the
surface, where Ts = 288K, and at a
height of 10 km where (from Fig. 3.1)
T1oxm = 220 K. Express your answer in
kgm~. What are the implications of
your results for the distribution of
water vapor in the atmosphere?
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We consider now the general problem of
the radiative equilibrium temperature of the
Earth. The Earth is bathed in solar radiation
and absorbs much of that incident upon it.
To maintain equilibrium it must warm up
and radiate energy away at the same rate it
is received, as depicted in Fig. 2.1. We will
see that the emission temperature of the
Earth is 255K and that a body at this tem-
perature radiates energy primarily in the

J 255K
Solaf\ /E»;(JO K : v
Radiation v -- :
t— —
/ \ > Terrestrial
* Radiation
FIGURE 2.1. The Earth radiates energy at the same

rate it is received from the Sun. The Earth’s emission
temperature is 255K, and that of the Sun is 6000 K.
The outgoing terrestrial radiation peaks in the infrared
spectrum; the incoming solar radiation peaks at shorter
wavelengths, in the visible spectrum.

infrared (IR). But the atmosphere is strongly
absorbing at these wavelengths due to the
presence of trace gases—principally the
triatomic molecules H,O and CO,—which
absorb and emit in the infrared, thus rais-
ing the surface temperature above that of the
emission temperature, a mechanism that has
become known as the greenhouse effect.

2.1. PLANETARY EMISSION
TEMPERATURE

The Earth receives almost all of its
energy from the Sun. At the present time
in its evolution the Sun emits energy at
a rate of Q =3.87 x 102 W. The flux of
solar energy at the Earth, called the solar
constant, depends on the distance of the
Earth from the Sun, 7, and is given by the
inverse square law, Sy = Q/4xr*. Of course,
because of variations in the Earth’s orbit (see
Sections 5.1.1 and 12.3.5) the solar constant
is not really constant; the terrestrial value
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TABLE 2.1. Properties of some of the planets. Sy is the solar constant at a distance r from the Sun, @, is the
planetary albedo, T, is the emission temperature computed from Eq. 2-4, T}, is the measured emission temperature,
and T is the global mean surface temperature. The rotation period, 7, is given in Earth days.

r So ay T, T, Ts T
10°m Wm™2 K K K Earth days
Venus 108 2632 0.77 227 230 760 243
Earth 150 1367 0.30 255 250 288 1.00
Mars 228 589 0.24 211 220 230 1.03
Jupiter 780 51 0.51 103 130 134 0.41

So = 1367 Wm™2, set out in Table 2.1, along
with that for other planets, is an average cor-
responding to the average distance of Earth
from the Sun, r = 150 x 10° m.

The way radiation interacts with an
atmosphere depends on the wavelength as
well as the intensity of the radiative flux.
The relation between the energy flux and
wavelength, which is the spectrum, is plot-
ted in Fig. 2.2. The Sun emits radiation
that is primarily in the visible part of the
spectrum, corresponding to the colors of
the rainbow—red, orange, yellow, green,
blue, indigo and violet—with the energy
flux decreasing toward longer (infrared, IR)
and shorter (ultraviolet, UV) wavelengths.

Why does the spectrum have this pat-
tern? Such behavior is characteristic of the
radiation emitted by incandescent material,
as can be observed for example in a coal fire.
The hottest parts of the fire are almost white
and emit the most intense radiation, with a
wavelength that is shorter than that coming
from the warm parts of the fire, which glow
red. The coldest parts of the fire do not
seem to be radiating at all, but are, in
fact, radiating in the infrared. Experiment

Energy emitted ——>

Infrared

Ultraviole
Visible

L] T T T
1.0 20 25 3.0
Wavelength (um)

o
o
43

FIGURE 2.2. The energy emitted from the Sun plot-
ted against wavelength based on a black body curve
with T = Tsy;,,. Most of the energy is in the visible spec-
trum, and 95% of the total energy lies between 0.25 and
2.5um (10~°m).

and theory show that the wavelength at
which the intensity of radiation is maxi-
mum, and the flux of emitted radiation,
depend only on the temperature of the
source. The theoretical spectrum, one of
the jewels of physics, was worked out by
Planck,! and is known as the Planck or

quantum mechanics.

In 1900 Max Planck (1858—1947) combined the formulae of Wien and Rayleigh, describing the
distribution of energy as a function of wavelength of the radiation in a cavity at temperature
T, to arrive at what is now known as Planck’s radiation curve. He went on to a complete
theoretical deduction, introduced quanta of energy, and set the scene for the development of
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24,000 K

Energy emitted
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FIGURE 2.3. The energy emitted at different wave-
lengths for blackbodies at several temperatures. The
function B, (T), Eq. A-1, is plotted.

blackbody spectrum. (A brief theoretical
background to the Planck spectrum is given
in Appendix A.1.1) It is plotted as a func-
tion of temperature in Fig. 2.3. Note that the
hotter the radiating body, the more energy it
emits at shorter wavelengths. If the observed
radiation spectrum of the Sun is fitted to
the blackbody curve by using T as a free
parameter, we deduce that the blackbody
temperature of the Sun is about 6000 K.

Let us consider the energy balance of
the Earth as in Fig. 2.4, which shows the
Earth intercepting the solar energy flux and
radiating terrestrial energy. If at the location
of the (mean) Earth orbit, the incoming solar
energy flux is Sp = 1367 Wm™, then, given
that the cross-sectional area of the Earth
intercepting the solar energy flux is za?,
where g is the radius of the Earth (Fig. 2.4),

solar power incident on the Earth =

Soma® = 1.74 x 107 W,

using the data in Table 1.1. Not all of this
radiation is absorbed by the Earth; a sig-
nificant fraction is reflected. The ratio of
reflected to incident solar energy is called
the albedo, a. As set out in Table 2.2 and the
map of surface albedo shown in Fig. 2.5, a
depends on the nature of the reflecting sur-
face and is large for clouds, light surfaces
such as deserts, and (especially) snow and
ice. Under the present terrestrial conditions
of cloudiness and snow and ice cover, on

TABLE 2.2. Albedos for different surfaces. Note
that the albedo of clouds is highly variable and depends
on the type and form. See also the horizontal map of
albedo shown in Fig. 2.5.

Type of surface Albedo (%)

Ocean 2-10
Forest 6—18
Cities 14-18
Grass 7-25
Soil 10—20
Grassland 16—20
Desert (sand) 35—45
Ice 2070
Cloud (thin, thick stratus) 30, 60—70
Snow (old) 40-60

Snow (fresh) 75—-95

average a fraction o, ~ 0.30 of the incoming
solar radiation at the Earth is reflected back
to space; a, is known as the planetary albedo
(see Table 2.1). Thus

Solar radiation absorbed by the Earth =
(1 — ap)Soma® = 1.22 x 107 W. (2-1)

In equilibrium, the total terrestrial flux
radiated to space must balance the solar
radiation absorbed by the Earth. If in total
the spinning Earth radiates in all directions
like a blackbody of uniform temperature
T, (known as the effective planetary tempera-
ture, or emission temperature of the Earth) the
Stefan-Boltzmann law gives:

Emitted radiation per unit area = 6T;  (2-2)
where o =5.67x10°Wm2K™* is the
Stefan-Boltzmann constant. So

Emitted terrestrial radiation = 47r1126T3. (2-3)

Note that Eq. 2-3 is a definition of emis-
sion temperature T,. It is the temperature one
would infer by looking back at Earth if a
blackbody curve was fitted to the measured
spectrum of outgoing radiation.
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FIGURE 2.4. The spinning Earth is imagined to intercept solar energy over a disk of radius a and radiate
terrestrial energy away isotropically from the sphere. Modified from Hartmann, 1994.
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FIGURE 2.5. The albedo of the Earth’s surface. Over the ocean the albedo is small (2—10%). It is larger over the
land (typically 35—45% over desert regions) and is particularly high over snow and ice (~80%) (see Table 2.2).

Equating Eq. 2-1 with Eq. 2-3 gives

e =

_ 1/4
[—50(1 “”)] L

%

Note that the radius of the Earth has can-
celled out: T, depends only on the planetary
albedo and the distance of the Earth from
the Sun. Putting in numbers, we find that
the Earth has an emission temperature of
255K. Table 2.1 lists the various parame-
ters for some of the planets and compares
approximate measured values, T, with T,

computed from Eq. 2-4. The agreement is
very good, except for Jupiter where it is
thought that about one half of the energy
input comes from the gravitational collapse
of the planet (see Problem 3 at end of this
chapter).

However, as can be seen from Table 2.1,
the emission temperature of Earth is nearly
40K cooler than the globally averaged
observed surface temperature, which is
T, =288K. As we shall discuss in
Section 2.3, Ts# T, because: (1) radia-
tion is absorbed within the atmosphere,
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principally by its water vapor blanket, and
(2) fluid motions—air currents—carry heat
both vertically and horizontally.

2.2. THE ATMOSPHERIC
ABSORPTION SPECTRUM

A property of the blackbody radiation
curve is that the wavelength of maximum
energy emission, A, satisfies

AnT = constant. (2-5)
This is known as Wien's displacement law.
Since the solar emission temperature is
about 6000K, the maximum of the solar

spectrum is (see Fig. 2.2) at about 0.6 ym
(in the visible spectrum), and we have deter-
mined T, = 255K for the Earth, it follows
that the peak of the terrestrial spectrum
is at

6000
255

ﬁi””h = 0.6 ym x ~ 14 ym.
Thus the Earth’s radiation to space is pri-
marily in the infrared spectrum. Normalized
(see Appendix A.1.1) blackbody spectra for
the Sun and Earth are shown in Fig. 2.6. The
two spectra hardly overlap, which greatly
simplifies thinking about radiative transfer.
Also shown in Fig. 2.6 is the atmospheric
absorption spectrum; this is the fraction
of radiation at each wavelength that is

(@)
I Black body
[a] curves
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<
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[==] o o [==] (=] — - o [ao] [Ts] — — o (2] L —
L 1 1 1 1 1 T 1 1T71 1 1 I [ 1 1 117171 11 1 L L T 1111
32
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FIGURE 2.6. (a) The normalized blackbody emission spectra, T~4AB,, for the Sun (T = 6000K) and Earth
(T = 255K) as a function of In A (top), where B is the blackbody function (see Eq. A-2) and A is the wavelength (see
Appendix A.1.1 for further discussion). (b) The fraction of radiation absorbed while passing from the ground to
the top of the atmosphere as a function of wavelength. (c) The fraction of radiation absorbed from the tropopause
(typically at a height of 11km) to the top of the atmosphere as a function of wavelength. The atmospheric
molecules contributing the important absorption features at each frequency are also indicated. After Goody and

Yung (1989).
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absorbed on a single vertical path through
the atmosphere. From it we see that:

® The atmosphere is almost completely
transparent in the visible spectrum, at
the peak of the solar spectrum.

® The atmosphere is very opaque in the
UV spectrum.

® The atmosphere has variable opacity
across the IR spectrum. It is almost
completely opaque at some wavelengths,
and transparent at others.

® N, does not figure at all in absorption,
and O, absorbs only in the far UV (where
there is little solar energy flux) and, a
little, in the near IR. The dominant
constituents of the atmosphere are
incredibly transparent across almost the
whole spectral range of importance.

® The absorption of terrestrial radiation is
dominated by triatomic molecules—O3
in the UV; H,O, CO,, and others in the
IR—Dbecause triatomic molecules have
rotational and vibrational modes that can
easily be excited by IR radiation. These
molecules are present in tiny concen-
trations (see Table 1.2) but play a key role
in the absorption of terrestrial radiation
(see Fig. 2.6). They are known as green-
house gases. This is the fundamental
reason why atmospheric radiation may
be so vulnerable to the human-induced
changes in composition shown in Fig. 1.3.

2.3. THE GREENHOUSE EFFECT

The global average mean surface tem-
perature of the Earth is 288K (Table 2.1).
Previously we deduced that the emission
temperature of the Earth is 255K, which
is considerably lower. Why? We saw from
Fig. 2.6 that the atmosphere is rather opaque

to IR radiation, so we cannot think of
terrestrial radiation as being radiated into
space directly from the surface. Much of
the radiation emanating from the surface
will be absorbed, primarily by H,O, before
passing through the atmosphere. On aver-
age, the emission to space will emanate
from some level in the atmosphere (typi-
cally about 5 km) such that the region above
that level is mostly transparent to IR radi-
ation. It is this region of the atmosphere,
rather than the surface, that must be at the
emission temperature. Thus radiation from
the atmosphere will be directed downward
as well as upward, and hence the surface
will receive not only the net solar radiation,
but IR from the atmosphere as well. Because
the surface feels more incoming radiation
than if the atmosphere were not present
(or were completely transparent to IR) it
becomes warmer than T,. This has become
known as the greenhouse effect.?

2.3.1. A simple greenhouse model

Consider Fig. 2.7. Since the atmosphere is
thin, let us simplify things by considering
a planar geometry, in which the incoming
radiation per unit area is equal to the aver-
age flux per unit area striking the Earth. This
average incoming solar energy per unit area
of the Earth’s surface is

average solar energy flux
intercepted incoming radiation

Earth’s surface area
_ Soﬂaz _ So
47a? 4’

(2-6)

We will represent the atmosphere by a sin-
gle layer of temperature T,, and, in this first
calculation, assume: (1) that it is completely
transparent to shortwave solar radiation,
and (2) that it is completely opaque to IR
radiation (i.e., it absorbs all the IR radiating

’It is interesting to note that the domestic greenhouse does not work in this manner! A greenhouse made of plastic
window panes, rather than conventional glass, is effective even though plastic (unlike glass) does not have significant
absorption bands in the IR. The greenhouse works because its windows allow energy in and its walls prevent the warm air

from rising or blowing away.
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FIGURE 2.7.

The simplest greenhouse model, comprising a surface at temperature Ts, and an atmospheric layer

at temperature T,, subject to incoming solar radiation S, /4. The terrestrial radiation upwelling from the ground is
assumed to be completely absorbed by the atmospheric layer.

from the ground) so that the layer emit-
ting to space is also “’seen”” by the ground.
Now, since the whole Earth-atmosphere
system must be in equilibrium (on average),
the net flux into the system must vanish.
The average net solar flux per unit area is,
from Eq. 2-6, and allowing for reflection,
1/4(1 — ay) So, whereas the terrestrial radi-
ation emitted to space per unit area is, using
Eq. 2-2:
A1t =cT2

Equating them, we find:

oT; = % (1-ay) So =0T}, (2-7)
using the definition of T,, Eq. 2-4. We see
that the atmosphere is at the emission tem-
perature (naturally, because it is this region
that is emitting to space).

At the surface, the average incoming
shortwave flux is also 1/4 (1 —a,) S, but
there is also a downwelling flux emitted by
the atmosphere,

Al =0T =0T

The flux radiating upward from the gro-
und is

ST =6T§,

where T; is the surface temperature. Since,
in equilibrium, the net flux at the ground
must be zero,

1
ST: A_j: (1—(XP)SO+A~L/
whence
ot = L (1o ) S0 oTi = 207!, 29)

where we have used Eq. 2-7. Therefore

T, = 2V/4T,. (2-9)
So the presence of an absorbing atmosphere,
as depicted here, increases the surface tem-
peratureby a factor 2!/4 = 1.19. This arises as
a direct consequence of absorption of terres-
trial radiation by the atmosphere, which in
turn re-radiates IR back down to the surface,
thus increasing the net downward radiative
flux at the surface. Note that A | is of the
same order—in fact in this simple model,
equal to—the solar radiation that strikes the
ground. This is true of more complex mod-
els, and indeed observations show that the
downwelled radiation from the atmosphere
can exceed that due to the direct solar flux.
Applying this factor to our calculated
value T,=255K, we predict Ty =24 x
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255 = 303 K. This is closer to the actual mean
surface temperature of 288 K but is now an
overestimate! The model we have discussed
is clearly an oversimplification:

e For one thing, not all the solar flux
incident on the top of the atmosphere
reaches the surface; typically, 20%-25%
is absorbed within the atmosphere
(including by clouds).

e For another, we saw in Section 2.2 that
IR absorption by the atmosphere is
incomplete. The greenhouse effect is
actually less strong than in the model
assumed previously, and so T; will be
less than the value implied by Eq. 2-9.
We shall analyze this by modifying
Fig. 2.7 to permit partial transmission of
IR through the atmosphere—a leaky
greenhouse model.

2.3.2. A leaky greenhouse

Consider Fig. 2.8. We suppose the atmo-
sphere has absorptivity e, that is, a fraction
e of the IR upwelling from the surface is
absorbed within the atmosphere (so the
case of Fig. 2.7 corresponds to ¢ = 1). Now
again if we insist that in equilibrium the net
flux at the top of the atmosphere vanishes,
we get

31(1 ) =At+(1-e)S1.  (2-10)

Zero net flux at the surface gives

1
;U—%J%+Al=5? (2-11)
Since at equilibrium, A 1= A |, we have
1 2
=oT% = 1- = ——oT%
St=oli=55-5 1-a)S=g5
(2-12)
Therefore,
o\ /4
T, = — T.. (2-13)
2—¢

So in the limit ¢ — 0 (transparent atmo-
sphere), T; =T,, and for ¢ -1 (opaque
atmosphere), T; =2Y4T,, as found in
Section 2.3.1. In general, when0 < e <1, T, <
Ts < 2/4T,. Thus partial transparency of
the atmosphere to IR radiation—a ““leaky”
greenhouse—reduces the warming effect
we found in Eq. 2-9.

To find the atmospheric temperature, we
need to invoke Kirchhoff's law,? such that the
emissivity of the atmosphere is equal to its
absorptivity. Thus

A=Al =eoT,. (2-14)
We can now use Egs. 2-14, 2-10, 2-11, and
2-12 to find

1/4 1/4
1 1
n-(5) =(3) ™

So the atmosphere is, for € < 1, cooler than
T, (since the emission is then only partly
from the atmosphere). Note, however, that
T, < T,; the atmosphere is always cooler
than the ground.

2.3.3. A more opaque greenhouse

Previously we considered a leaky green-
house. To take the other extreme, suppose
that the atmosphere is so opaque that even a
shallow layer will absorb all the IR radiation
passing through it. Now the assumption
implicit in Fig. 2.7—that space and the
surface both ““see’”” the same atmospheric
layer—is wrong. We can elaborate our
model to include a second totally absorb-
ing layer in the atmosphere, as illustrated
in Fig. 2.9. Of course, to do the calcula-
tion correctly (rather than just to illustrate
the principles), we would divide the atmo-
sphere into an infinite number of thin
layers, allow for the presence of clouds,
treat each wavelength in Fig. 2.6 sepa-
rately, allow for atmospheric absorption

SKirchhoff’s law states that the emittance of a body, which is the ratio of the actual emitted flux to the flux that would
be emitted by a blackbody at the same temperature, equals its absorptance.
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FIGURE 2.8. A leaky greenhouse. In contrast to Fig. 2.7, the atmosphere now absorbs only a fraction, ¢, of the

terrestrial radiation upwelling from the ground.
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FIGURE 2.9. An “opaque” greenhouse made up of two layers of atmosphere. Each layer completely absorbs

the IR radiation impinging on it.

layer-by-layer—which depends on the ver-
tical distribution of absorbers, particularly
H,0, CO,, and Oj (see section 3.1.2)—and
do the required budgets for each layer and
at the surface (we are not going to do this).
An incomplete schematic of how this might
look for a rather opaque atmosphere is
shown in Fig. 2.10.

The resulting profile, which would be the
actual mean atmospheric temperature pro-
file if heat transport in the atmosphere occurred
only through radiative transfer, is known as
the radiative equilibrium temperature pro-
file. It is shown in Fig. 2.11. In particular,
note the presence of a large temperature
discontinuity at the surface in the radiative
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FIGURE 2.10. Schematic of a radiative transfer model with many layers.
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FIGURE 2.11. The radiative equilibrium profile of the atmosphere obtained by carrying out the calculation
schematized in Fig. 2.10. The absorbers are H,O, O3, and CO,. The effects of both terrestrial radiation and solar
radiation are included. Note the discontinuity at the surface. Modified from Wells (1997).

equilibrium profile, which is not observed  is produced in radiative equilibrium is that,
in practice. (Recall from our analysis of although there is some absorption within
Fig. 2.8 that we found that the atmosphere  the troposphere, both of solar and ter-
in our slab model is always colder than  restrial radiation, most solar radiation is
the surface.) The reason this discontinuity = absorbed at the surface. The reason such
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a discontinuity is not observed in nature
is that it would (and does) lead to convec-
tion in the atmosphere, which introduces an
additional mode of dynamical heat transport.
Because of the presence of convection in the
lower atmosphere, the observed profile dif-
fers substantially from that obtained by the
radiative calculation described above. This
is discussed at some length in Chapter 4.
Before going on in Chapter 3 to a dis-
cussion of the observed vertical profile of
temperature in the atmosphere, we briefly
discuss what our simple greenhouse mod-
els tell us about climate feedbacks and
sensitivity to changes in radiative forcing.

2.3.4. Climate feedbacks

The greenhouse models described previ-
ously illustrate several important radiative
feedbacks that play a central role in regu-
lating the climate of the planet. Following
Hartmann (1994) we suppose that a per-
turbation to the climate system can be
represented as an additional energy input
dQ (units Wm™) and study the resultant
change in global-mean surface temperature,
dT,. Thus we define 9T, /0Q to be a measure
of climate sensitivity.

The most important negative feedback
regulating the temperature of the planet
is the dependence of the outgoing long-
wave radiation on temperature. If the planet
warms up, then it radiates more heat back
out to space. Thus using Eq. 2-2 and setting
6Q =6 (oT;) = 4T35T,, where it has been
assumed that T, and T; differ by a constant,
implies a climate sensitivity associated with
blackbody radiation of

i,
0Q gp

where we have inserted numbers setting
T, = 255K. Thus for every 1 W m~2 increase
in the forcing of energy balance at the sur-
face, T; will increase by about a quarter of a
degree. This is rather small when one notes
that a 1 Wm™ change in surface forcing

- K
= (46’1—‘3) ! = 026V\T 7

5. (@15

demands a change in solar forcing of about
6 Wm~™2, on taking into account geometrical
and albedo effects (see Problem 7 at the end
of this chapter).

A powerful positive climate feedback
results from the temperature dependence
of saturated water vapor pressure, s, on
T; see Eq. 1-4. If the temperature increases,
the amount of water that can be held at
saturation increases. Since H,O is the main
greenhouse gas, this further raises surface
temperature. From Eq. 1-4 we find that

des _ par,

Ce

and so, given that B =0.067°C™!, a 1°C
change in temperature leads to a full 7%
change in saturated specific humidity. The
observed relative humidity of the atmo-
sphere (that is the ratio of actual to the
saturated specific humidity; see Section 5.3)
does not vary significantly, even during
the seasonal cycle when air temperatures
vary markedly. One consequence of the
presence of this blanket of H,O is that
the emission of terrestrial radiation from
the surface depends less on T, than sug-
gested by the Stefan-Boltzmann law. When
Stefan-Boltzmann and water vapor feed-
backs are combined, calculations show that
the climate sensitivity is

ak 05—,
9Q BB and H,0 Wm~2
which is twice that of Eq. 2-15.

The albedos of ice and clouds also play
a very important role in climate sensitivity.
The primary effect of ice cover is its high
albedo relative to typical land surfaces or
the ocean (see Table 2.2 and Fig. 2.5). If sea
ice, for example, were to expand into low
albedo regions, the amount of solar energy
absorbed at the surface would be reduced,
causing further cooling and enhancing the
expansion of ice. Clouds, because of their
high reflectivity, typically double the albedo
of the Earth from 15% to 30%, and so have
a major impact on the radiative balance of
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the planet. However it is not known to what
extent the amount or type of cloud (both
of which are important for climate, as we
will see in Chapter 4) is sensitive to the state
of the climate or how they might change as
the climate evolves over time. Unfortunately
our understanding of cloud/radiative feed-
backs is one of the greatest uncertainties in
climate science.

2.4. FURTHER READING

More advanced treatments of radiative
transfer theory can be found in the texts
of Houghton (1986) and Andrews (2000).
Hartmann (1994) has a thorough discussion
of greenhouse models, radiative/convective
processes, and their role in climate and
climate feedbacks.

2.5. PROBLEMS

1. At present the emission temperature of
the Earth is 255K, and its albedo is
30%. How would the emission
temperature change if:

(a) the albedo was reduced to 10%
(and all else were held fixed)?

(b) the infrared absorptivity of the
atmosphere (¢ in Fig. 2.8) was
doubled, but albedo remained
fixed at 30%?

2. Suppose that the Earth is, after all, flat.
Specifically, consider it to be a thin
circular disk (of radius 6370 km),
orbiting the Sun at the same distance
as the Earth; the planetary albedo is
30%. The vector normal to one face
of this disk always points directly
towards the Sun, and the disk is made
of perfectly conducting material, so
both faces of the disk are at the same
temperature. Calculate the emission
temperature of this disk, and compare
with Eq. 2-4 for a spherical Earth.

3. Consider the thermal balance of
Jupiter.

(a) Assuming a balance between
incoming and outgoing radiation,
and given the data in Table 2.1,
calculate the emission temperature
for Jupiter.

(b) In fact, Jupiter has an internal heat
source resulting from its gravita-
tional collapse. The measured emi-
ssion temperature T, defined by

(outgoing flux of
oT} = planetary radiation per
unit surface area)

is 130 K. Comment in view of your
theoretical prediction in part (a).
Modify your expression for
emission temperature for the case
where a planet has an internal heat
source giving a surface heat flux Q
per unit area. Calculate the
magnitude of Jupiter’s internal
heat source.

(c) It is believed that the source of
Q on Jupiter is the release of
gravitational potential energy by a
slow contraction of the planet. On
the simplest assumption that
Jupiter is of uniform density and
remains so as it contracts, calculate
the annual change in its radius a;,;,
required to produce your value of
Q. (Only one half of the released
gravitational energy is convertible
to heat, the remainder appearing
as the additional kinetic energy
required to preserve the angular
momentum of the planet.)

[A uniform sphere of mass M and
radius a has a gravitational
potential energy of -2 G %2, where
G is the gravitational constant
=67 x 107" kg™' m®s72. The mass
of Jupiter is 2 x 107 kg and its
radius is aj,, = 7.1 x 10" m.]



2.5. PROBLEMS 21

4. Consider the “two-slab”” greenhouse
model illustrated in Fig. 2.9, in which
the atmosphere is represented by two
perfectly absorbing layers of
temperature T, and T.

Determine T,, T}, and the surface
temperature T; in terms of the
emission temperature T,.

5. Consider an atmosphere that is
completely transparent to shortwave
(solar) radiation, but very opaque to
infrared (IR) terrestrial radiation.
Specifically, assume that it can be
represented by N slabs of atmosphere,
each of which is completely absorbing
of IR, as depicted in Fig. 2.12 (not all
layers are shown).

(a) By considering the radiative
equilibrium of the surface, show
that the surface must be warmer
than the lowest atmospheric layer.

(b) By considering the radiative
equilibrium of the n" layer, show
that, in equilibrium,

2Ty =Ty, +T,

1 (2-16)
where T), is the temperature of the

n' layer, for n > 1. Hence argue

reflected
shortwave

0,S,/4

solar

input SOM»

that the equilibrium surface
temperature is

To=N+1D'*T,,

where T, is the planetary emission
temperature. [Hint: Use your
answer to part (a); determine Ty
and use Eq. 2-16 to get a
relationship for temperature
differences between adjacent
layers.]

6. Determine the emission temperature
of the planet Venus. You may assume
the following: the mean radius of
Venus’ orbit is 0.72 times that of
the Earth’s orbit; the solar flux S,
decreases as the square of the distance
from the Sun and has a value of
1367 Wm™2 at the mean Earth orbit;
Venus’ planetary albedo = 0.77.

The observed mean surface
temperature of the planet Venus is
about 750K (see Table 2.1). How many
layers of the N—layer model conside-
red in Problem 5 would be required to
achieve this degree of warming?

T
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FIGURE 2.12. An atmosphere made up of N slabs, each of which is completely absorbing in the IR spectrum.
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7. Climate feedback due to
Stefan-Boltzmann.

(a) Show that the globally averaged
incident solar flux at the ground is
11— a)So.

(b) If the outgoing longwave radiation
from the Earth’s surface were
governed by the Stefan-Boltzmann
law, then we showed in Eq. 2-15
that for every 1 Wm™2 increase in

the forcing of the surface energy
balance, the surface temperature
will increase by about a quarter of
a degree. Use your answer to (a) to
estimate by how much one would
have to increase the solar constant
to achieve a 1°C increase in surface
temperature? You may assume
that the albedo of Earth is 0.3 and
does not change.
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The vertical structure of the atmosphere

3.1. Vertical distribution of temperature and greenhouse gases
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3.4. Further reading

3.5. Problems

In this chapter we discuss the observed
vertical distribution of temperature, water
vapor, and greenhouse gases in the atmo-
sphere. The observed temperature distribu-
tionis compared to the radiative equilibrium
profile discussed in Chapter 2. We go on to
calculate theimplied distribution of pressure
and density, assuming the atmosphere to be
in hydrostatic balance, and compare with
observations. We discover that the atmo-
sphere does not have a distinct top. Rather,
the density and pressure decay with height
by a factor of e every 7-8 km.

3.1. VERTICAL DISTRIBUTION OF
TEMPERATURE AND
GREENHOUSE GASES

3.1.1. Typical temperature profile

Temperature varies greatly both verti-
cally and horizontally (as well as tempor-
ally) throughout the atmosphere. However,

despite horizontal variations, the vertical
structure of temperature is qualitatively
similar everywhere, and so it is meaning-
ful to think of (and to attempt to explain) a
“typical” temperature profile. (We look at
horizontal variations in Chapter 5.) A typical
temperature profile (characteristic of 40° N
in December) up to about 100 km is shown
in Fig. 3.1.

The profile is not governed by a simple
law and is rather complicated. Note, how-
ever, that the (mass-weighted) mean tem-
perature is close to 255K, the emission
temperature computed in the last chapter
(remember almost all the mass of the atmo-
sphere is in the bottom 10 km). The heating
effect of solar radiation can be readily seen:
there are three “hot spots” corresponding to
regions where solar radiation is absorbed at
different wavelengths in the thermosphere,
the stratopause, and the troposphere. These
maxima separate the atmosphere neatly into
different layers.
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FIGURE 3.1. Vertical temperature profile for the ““US standard atmosphere” at 40° N in December.

3.1.2. Atmospheric layers

Coming down from the top of the atmo-
sphere, the first hot spot evident in Fig. 3.1
is the thermosphere, where the temperature
is very high and variable. It is here that very
short wavelength UV is absorbed by oxy-
gen (cf. Section 2.2), thus heating the region.
Molecules (including O, as well as CO,,
the dominant IR emitter at this altitude)
are dissociated (photolyzed) by high-energy
UV (4 <0.1 yum). Therefore, because of the
scarcity of polyatomic molecules, IR loss of
energy is weak, so the temperature of the
region gets very high (as high as 1000 K).
The air is so tenuous that assumptions
of local thermodynamic equilibrium, as in
blackbody radiation, are not applicable. At
and above these altitudes, the atmosphere
becomes ionized (the ionosphere), causing
reflection of radio waves, a property of the
upper atmosphere that is of great practical
importance.

Below the mesopause at about 80-90 km
altitude, temperature increases, moving

down through the mesosphere to reach a
maximum at the stratopause, near 50 km,
the second hot spot. This maximum is a
direct result of absorption of medium wave-
length UV (0.1 um to 0.35 ym) by ozone. It is
interesting to note that ozone concentration
peaks much lower down in the atmosphere,
at heights of 20-30km, as illustrated in
Fig. 3.2. This is because the ozone layer
is very opaque to UV (cf. Fig. 2.6), so most
of the UV flux is absorbed in the upper
parts of the layer, and there is little left to be
absorbed at lower altitudes.

The reason for the existence of ozone at
these levels is that it is produced here, as a
by-product of the photodissociation (photoly-
sis) of molecular oxygen, producing atomic
oxygen, which may then combine with
molecular oxygen thus:

O,+hv - O+0,

O0+0,+M - O3+M, (3-1)

where hv is the energy of incoming pho-
tons (v is their frequency and / is Planck’s



3.1. VERTICAL DISTRIBUTION OF TEMPERATURE AND GREENHOUSE GASES 25

—80 —60

(°C)

—40 -20 0

Boulder, CO
30- 02 Jan 1997
£ 20-
E
>
[0)
N 2 <
10
o T T T
0 5 10 15

Oj partial pressure (mPa)

FIGURE 3.2. A typical winter ozone profile in middle latitudes (Boulder, CO, USA, 2 Jan 1997). The heavy curve
shows the profile of ozone partial pressure (mPa), the light curve temperature (°C) plotted against altitude up to
about 33 km. The dashed horizontal line shows the approximate position of the tropopause. Balloon data courtesy

of NOAA Climate Monitoring and Diagnostics Laboratory.

constant) and M is any third body needed
to carry the excess energy.

The resulting ozone, through its radiative
properties, is the reason for the existence of
the stratosphere.! It is also one of the pri-
mary practical reasons to be interested in
stratospheric behavior, since (as we saw in
Chapter 2) ozone is the primary absorber of
solar UV and thus shields life at the surface
(including us) from the damaging effects of
this radiation. The stratosphere, as its name
suggests, is highly stratified and poorly
mixed (stratus, meaning “layered”), with
long residence times for particles ejected
into it (for example by volcanos) from the
troposphere below. It is close to radiative
equilibrium.

Below the tropopause, which is located at
altitudes of 8—16 km (depending on latitude
and season), temperature increases strongly
moving down through the troposphere (tro-
pos, meaning ‘turn’) to the surface, the third
hot spot. It contains about 85% of the atmo-
sphere’s mass and essentially all the water
vapor, the primary greenhouse gas, as illus-
trated in Fig. 3.3. Note that the distribution
of water vapor is in large part a conse-
quence of the Clausius-Clapeyron relation,
Eq. 1.4 and rapidly decays with height as T
decreases.

From the vertical distribution of O3
and H,O, shown in Fig. 3.2 and Fig. 3.3,
and of CO, (which is well mixed in the
vertical) a radiative equilibrium profile can

! Léon Philippe Teisserenc de Bort (1855—1913). French meteorologist who pioneered the use of

unmanned, high-flying, instrumented balloons and discovered the stratosphere. He was the
first to identify the temperature inversion at the tropopause. In 1902 he suggested that the
atmosphere was divided into two layers.
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be calculated, using the methods outlined
in Chapter 2. This profile was shown in
Fig. 2.11. The troposphere is warmed in
part through absorption of radiation by
H,O and CO;; the stratosphere is warmed,
indeed created, through absorption of
radiation by Os.

It is within the troposphere that almost
everything we classify as ““weather” is
located (and, of course, it is where we hap-
pen to live); it will be the primary focus of
our attention. As we shall see in Chapter 4,
its thermal structure cannot be satisfacto-
rily explained solely by radiative balances.
The troposphere is in large part warmed by
convection from the lower surface. Temper-
ature profiles observed in the troposphere
and as calculated from radiative equilibrium
are illustrated schematically in Fig. 3.4. The
observed profile is rather different from the
radiative equilibrium profile of Fig. 2.11.
As noted at the end of Chapter 2, the
temperature discontinuity at the surface
in the radiative equilibrium profile is not
observed in practice. This discontinuity in
temperature triggers a convective mode of
vertical heat transport, which is the subject
of Chapter 4.

Having described the observed T profile,
we now go on to discuss the associated p
and p profiles.

tropopause

FIGURE 3.4. A schematized radiative equilibrium
profile in the troposphere (cf. Fig. 2.11) (solid) and
a schematized observed profile (dashed). Below the
tropopause, the troposphere is stirred by convection
and weather systems and is not in radiative balance.
Above the tropopause, dynamical heat transport is less
important, and the observed T is close to the radiative
profile.

3.2. THE RELATIONSHIP
BETWEEN PRESSURE AND
DENSITY: HYDROSTATIC
BALANCE

Let us imagine that the atmospheric
T profile is as observed, for example, in
Fig. 3.1. What is the implied vertical dis-
tribution of pressure p and density p? If
the atmosphere were at rest, or static, then
pressure at any level would depend on the
weight of the fluid above that level. This
balance, which we now discuss in detail, is
called hydrostatic balance.

Consider Fig. 3.5, which depicts a vertical
column of air of horizontal cross-sectional
area 6A and height 6z. Pressure p(z) and
density p(z) of the air are both expected
to be functions of height z (they may be
functions of x, y, and t also). If the pressure
at the bottom of the cylinder is pg = p(z),
then that at the top is

pr = p(z + 62)
= p(2) +dp,
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FIGURE 3.5. A vertical column of air of density p,
horizontal cross-sectional area 64, height 6z, and mass
M = p6Adz. The pressure on the lower surface is p, the
pressure on the upper surface is p + dp.

where &p is the change in pressure moving
from z to z 4+ 6z. Assuming 6z to be small,
d

op = —oz.

pE (3-2)

Now, the mass of the cylinder is
M = psAész.

If the cylinder of air is not accelerating,
it must be subjected to zero net force. The
vertical forces (upward being positive) are:

i) gravitational force
Fo = —¢M = —gp6Asz,

ii) pressure force acting at the top face,
Fr=—(p+6p)sA,and

iii) pressure force acting at the bottom
face, Fp = psA.

Setting the net force F, + Fr + Fj to zero
gives p + ¢péz = 0, and using Eq. 3-2 we
obtain

% +gp=0. (3-3)

Eq. 3-3 is the equation of hydrostatic
balance. It describes how pressure decreases
with height in proportion to the weight of
the overlying atmosphere. Note that since
p must vanish as z - co—the atmosphere
fades away’—we can integrate Eq. 3-3
from z to oo to give the pressure at any
height

oo

b =g | o (3-4)

z

Here [ p dz is just the mass per unit area
of the atmospheric column above z. The
surface pressure is then related to the
total mass of the atmosphere above: Eq. 3-4
implies that ps = W. Thus, from
measurements of surface pressure, one can
deduce the mass of the atmosphere (see
Table 1.3).

The only important assumption made in
the derivation of Eq. 3-3 was the neglect
of any vertical acceleration of the cylin-
der (in which case, the net force need not
be zero). This is an excellent approxima-
tion under almost all circumstances in both
the atmosphere and ocean. It can become
suspect, however, in very vigorous small-
scale systems in both the atmosphere and
ocean (e.g., convection; tornados; violent
thunderstorms; and deep, polar convection
in the ocean; see Chapters 4 and 11). We
discuss hydrostatic balance in the context
of the equations of motion of a fluid in
Section 6.2.

Note that Eq. 3-3 does not tell us what
p(z) is, since we do not know a priori
what p(z) is. In order to determine p(z) we
must invoke an equation of state to tell us the

is named after him.

Blaise Pascal (1623—1662), a physicist and mathematician of prodigious talents and
accomplishments, was also intensely interested in the variation of atmospheric pressure
with height and its application to the measurement of mountain heights. In 1648 he
observed that the pressure of the atmosphere decreases with height and, to his own
satisfaction, deduced that a vacuum existed above the atmosphere. The unit of pressure
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connection between p and p, as described in
the next section.

3.3. VERTICAL STRUCTURE OF
PRESSURE AND DENSITY

Using the equation of state of air, Eq. 1-1,
we may rewrite Eq. 3-3 as

P __8

0z  RT’ (3-5)
In general, this has not helped, since we
have replaced the two unknowns, p and p,
by p and T. However, unlike p and p, which
vary by many orders of magnitude from the
surface to, say, 100 km altitude, the variation
of T is much less. In the profile in Fig. 3.1,
for example, T lies in the range 200-280K,
thus varying by no more than 15% from a
value of 240K. So for the present purpose,
we may replace T by a typical mean value
to get a feel for how p and p vary.

3.3.1. Isothermal atmosphere

If T = Ty, a constant, we have

’__8 __P

0z RTy H’
where H, the scale height, is a constant
(neglecting, as noted in Chapter 1, the small
dependence of g on z) with the value

_ RT,
-

If H is constant, the solution for p is, noting
that by definition, p = p; at the surfacez = 0,

H (3-6)

p(z) = psexp (—%) . (3-7)

Alternatively, by taking the logarithm of
both sides we may write z in terms of p thus:

z=Hln(&>.
p

Thus pressure decreases exponentially
with height, with e—folding height H. For the

(3-8)

troposphere, if we choose a representative
value Ty = 250K, then H = 7.31 km. There-
fore, for example, in such an atmosphere p is
100 hPa, or one tenth of surface pressure, ata
height of z = H x (In10) = 16.83 km. This is
quite close to the observed height of the
100hPa surface. Note, very roughly, the
300 hPa surface is at a height of about 9 km
and the 500 hPa surface at a height of about
5.5 km.

3.3.2. Non-isothermal atmosphere

What happens if T is not constant? In this
case we can still define a local scale height

He) = S (3-9)
8
such that
b___P_
0z Hz)’

where H(z) is the local scale height.
Therefore

1%_alnp_ 1

poz oz H(z)’ (3-10)

whence
Z Z/
Inp = | —— + constant,
P L HE@)
or
4 dzl
p(z) = ps exp <— L H(z’)> . (3-11)

Note that if H(z) = H, the constant value
considered in the previous section, Eq. 3-11
reduces to Eq. 3-7.

In fact, despite its simplicity, the isother-
mal result, Eq. 3-7, yields profiles that are
a good approximation to reality. Fig. 3.6
shows the actual pressure profile for 40° N
in December (corresponding to the temper-
ature profile in Fig. 3.1) (solid), together
with the profile given by Eq. 3-7, with
H = 6.80km (dashed). Agreement between
the two is generally good (to some extent,
the value of H was chosen to optimize this).
The differences can easily be understood
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FIGURE 3.6. Observed profile of pressure (solid)
plotted against a theoretical profile (dashed) based on
Eq. 3-7 with H = 6.8 km.

from Egs. 3-9 and 3-10. In regions where,
for example, temperatures are warmer than
the reference value (Tp = gH/R =237.08K
for H = 6.80km), such as (cf. Fig. 3.1) in
the lower troposphere, near the stratopause
and in the thermosphere, the observed pres-
sure decreases less rapidly with height than
predicted by the isothermal profile.

3.3.3. Density

For the isothermal case, the density profile
follows trivially from Eq. 3-7, by combining
it with the gas law Eq. 1.1:

(3-12)

Thus in this case, density also falls off expo-
nentially at the same rate as p. One conse-
quence of Eq. 3-12 is that, as noted at the start
of Chapter 1, about 80% of the mass of the
atmosphere lies below an altitude of 10 km.

For the nonisothermal atmosphere with
temperature T(z), it follows from Eq. 3-11
and the equation of state that

v4 dz/
- . 3-13
P ( L H(z') > (-13)

__Ps
P& = o ©

3.4. FURTHER READING

A thorough discussion of the role of the
various trace gases in the atmospheric radia-
tive balance can be found in Chapter 3 of
Andrews (2000).

3.5. PROBLEMS

1. Use the hydrostatic equation to show
that the mass of a vertical column of
air of unit cross section, extending
from the ground to great height, is %,
where p; is the surface pressure. Insert
numbers to estimate the mass on a
column or air of area 1 m?. Use your
answer to estimate the total mass of
the atmosphere.

2. Using the hydrostatic equation, derive
an expression for the pressure at the
center of a planet in terms of its surface
gravity, radius a4, and density p,
assuming that the latter does not vary
with depth. Insert values appropriate
for the Earth and evaluate the central
pressure. [Hint: the gravity at radius r
is ¢(r) = Gm(r)/r?, where m(r) is the
mass inside a radius r and
G =6.67 x 10 kg™ ' m®s~2 is the
gravitational constant. You may
assume the density of rock is
2000kg m=.]

3. Consider a horizontally uniform
atmosphere in hydrostatic balance.
The atmosphere is isothermal, with
temperature of —10°C. Surface
pressure is 1000 mbar.
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(a) Consider the level that divides the
atmosphere into two equal parts
by mass (i.e., one half of the
atmospheric mass is above this
level). What is the altitude,
pressure, and density at this level?

(b) Repeat the calculation of part (a)
for the level below which lies 90%
of the atmospheric mass.

Derive an expression for the
hydrostatic atmospheric pressure at
height z above the surface in terms of
the surface pressure p,; and the surface
temperature T for an atmosphere with
constant lapse rate of temperature

I' = —dT /dz. Express your results in
terms of the dry adiabatic lapse rate
;= % (see Section 4.3.1). Calculate the
height at which the pressure is 0.1 of
its surface value (assume a surface
temperature of 290K and a uniform

lapse rate of 10Kkm™).

Spectroscopic measurements show
that a mass of water vapor of more

than 3kgm~2 in a column of
atmosphere is opaque to the
“terrestrial” waveband. Given that
water vapor typically has a density of
1072 kgm™> at sea level (see Fig. 3.3)
and decays in the vertical as e (®),
where z is the height above the surface
and b ~ 3 km, estimate at what height
the atmosphere becomes transparent
to terrestrial radiation.

By inspection of the observed vertical
temperature profile shown in Fig. 3.1,
deduce the temperature of the
atmosphere at this height. How does it
compare to the emission temperature
of the Earth, T, = 255K, discussed

in Chapter 2? Comment on your
answer.

. Make use of your answer to Problem 1

of Chapter 1 to estimate the error
incurred in p at 100 km through use of
Eq. 3-11 if a constant value of g is
assumed.
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We learned in Chapters 2 and 3 that
terrestrial radiation emanates to space pri-
marily from the upper troposphere, rather
than the ground; much of what radiates
from the surface is absorbed within the
atmosphere. The surface is thus warmed by
both direct solar radiation and downwelling
terrestrial radiation from the atmosphere.
In consequence, in radiative equilibrium,
the surface is warmer than the overlying
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atmosphere. However, this state is unstable
to convective motions that develop, as
sketched in Fig. 4.1, and transport heat
upward from the surface. In the tropo-
sphere, therefore, equilibrium is not estab-
lished solely by radiative processes. In
this chapter, we discuss the nature of the
convective process and its role in determin-
ing the radiative-convective balance of the
troposphere.
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FIGURE 4.1.

Solar radiation warms the Earth’s surface, triggering convection, which carries heat vertically to the

emission level from which, because the atmosphere above this level is transparent in the IR spectrum, energy can
be radiated out to space. The surface temperature of about 288 K is significantly higher than the temperature at the
emission level, 255K, because the energy flux from the surface must balance not just the incoming solar radiation
but also downwelling IR radiation from the atmosphere above. An idealized radiative equilibrium temperature

profile, T(z), is superimposed (cf. Fig. 2.11).

Asweare about to explore, the conditions
under which convection occurs depend on
the characteristics of the fluid. The the-
ory appropriate in a moist, compressible
atmosphere is somewhat more compli-
cated than in an incompressible medium
like water. Accordingly, we will discuss
convection in a sequence of cases of
increasing complexity. After making some
general remarks about the nature of con-
vection, we will describe the incompressible
case, using a theoretical approach and a
laboratory experiment, in Section 4.2. Con-
vection in an unsaturated compressible
atmosphere is discussed in Section 4.3;
the effects of latent heat consequent on
condensation of moisture are addressed
in Section 4.5 following a discussion of
the atmosphere under stable conditions in
Section 4.4.

4.1. THE NATURE OF
CONVECTION

4.1.1. Convection in a shallow fluid

When a fluid such as water is heated
from below (or cooled from above),
develops overturning motions. It may seem
obvious that this must occur, because the
tendency of the heating (or cooling) is to
make the fluid top-heavy.! Consider the
shallow, horizontally infinite fluid shown
in Fig. 4.2. Let the heating be applied uni-
formly at the base; then we may expect
the fluid to have a horizontally uniform
temperature, so T = T(z) only. This will be
top-heavy (warmer and therefore lighter
fluid below cold, dense fluid above). But
as we have seen, gravitational forces can be
balanced by a vertical pressure gradient in

John William Strutt—Lord Rayleigh (1842—1919)—set the study of convection on a firm theoretical
basis in his seminal studies in the 1900s. In one of his last articles, published in 1916, he attempted
to explain what is now known as Rayleigh-Benard Convection. His work remains the starting
point for most of the modern theories of convection.
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FIGURE 4.2. Schematic of shallow convection in a
fluid, such as water, triggered by warming from below
and/or cooling from above.

hydrostatic balance with the density field
(Eq. 3-3), in which case any fluid par-
cel will experience zero net force, even if
heavy fluid is above light fluid. Neverthe-
less, observations and experiments show
that convection develops, as sketched in
the figure. Why? There are two parts to the
question:

1. Why do motions develop when the
equilibrium state just discussed has no
net forces anywhere?

2. Why are the motions horizontally
inhomogeneous when the external
forcing (the heating) is horizontally
uniform?

The answer is that the motions are not
directly forced, but (like many types of
motion in the atmosphere and ocean) arise
from an instability of the fluid in the presence
of heating. We therefore begin our discus-
sion of convection by reminding ourselves
of the nature of instability.

4.1.2. Instability

For any system that possesses some equi-
librium state, instability will arise if, in
response to a perturbation, the system tends
to drive the perturbation further from the
equilibrium state. A simple and familiar
example is a ball on a curved surface, as
in Fig. 4.3.

h(x)

FIGURE 4.3.

curved surface.

Stability and instability of a ball on a

A ball that is stationary and exactly at a
peak (point A, x = x,) is in equilibrium, but
of course this state is unstable. If the ball is
displaced a small distance éx from A, it finds
itself on a downward slope, and therefore is
accelerated further. To be specific, the com-
ponent of gravitational acceleration along
the slope is, for small slope, —g dh/dx. The
slope at x4 + éx is, making a Taylor expan-
sion about x = x4 (see Appendix A.2.1),

%(x ) + @ ox
x4 dx* ) ,

()
— ] ox
dx? ) 4

for small éx, since the slope is zero at x4.
Hence the equation of motion for the ball is
d? dh <d2h

ar ™= 8 =8\ g

12

%(xA + 6x)
dx

) ox.  (4-1)
A

This has solutions

sx(t) = 1% + cpe®-! (4-2)

where ¢; and ¢, are constants and

d’h
oy =% -8 E .
A

At a peak, where dh/dx changes from pos-
itive to negative with increasing x, d*h/dx?
< 0, both roots for ¢ are real, and the first
term in Eq. 4-2, describes an exponentially
growing perturbation; the state (of the ball

*We are considering here the stability of a fluid that has no (or rather very small) viscosity and diffusivity. Rayleigh
noted that convection of a viscous fluid heated from below does not always occur; for example, oatmeal or polenta burns
if it is not kept stirred because the high viscosity can prevent convection currents.
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at A in Fig. 4.3) is unstable. (Exponential
growth will occur only for as long as our
assumption of a small perturbation is valid
and will obviously break down before the
ball reaches a valley.) On the other hand,
for an equilibrium state in which d*h/dx?
> 0 (such as the valley at B), the roots for
o are imaginary, Eq. 4-2 yields oscillatory
solutions, and the state is stable; any per-
turbation will simply produce an oscillation
as the ball rolls back and forth across the
valley.

A consideration of the energetics of
our ball is also instructive. Rather than
writing down and solving differential equa-
tions describing the motion of the ball, as
in Eq. 4-1, the stability condition can be
deduced by a consideration of the ener-
getics. If we perturb the ball in a valley,
it moves up the hill and we have to do
work (add energy) to increase the potential
energy of the ball. Hence, in the absence
of any external energy source, the ball will
return to its position at the bottom of the
valley. But if the ball is perturbed on a crest
it moves downslope, its potential energy
decreases and its kinetic energy increases.
Thus we may deduce that state A in Fig. 4.3
is unstable and state B is stable.

As we shall now see, the state of heavy
fluid over light fluid is an unstable one; the
fluid will overturn and return itself to a
stable state of lower potential energy.

4.2. CONVECTION IN WATER

4.2.1. Buoyancy

Objects that are lighter than water bounce
back to the surface when immersed, as
has been understood since the time of
Archimedes (287-212 BC). But what if the
“object” is a parcel® of the fluid itself, as
sketched in Fig. 4.4? Consider the stability
of such a parcel in an incompressible liquid.

Al A A2

8

fluid

\
B1 \i/ B2

P+ —> P- <«— P+

FIGURE 4.4. A parcel of light, buoyant fluid sur-
rounded by resting, homogeneous, heavier fluid in
hydrostatic balance, Eq. 3.3. The fluid above points Ay,
A, and A has the same density, and hence, as can be
deduced by consideration of hydrostatic balance, the
pressures at the A points are all the same. But the pres-
sure at B is lower than at B; or B, because the column
of fluid above it is lighter. There is thus a pressure
gradient force which drives fluid inwards toward B,
forcing the light fluid upward.

We will suppose that density depends on
temperature and not on pressure. Imagine
that the parcel shaded in Fig. 4.4 is warmer,
and hence less dense, than its surroundings.

If there is no motion, then the fluid will
be in hydrostatic balance. Since p is uniform
above, the pressure at A, A, and A, will be
the same. But, because there is lighter fluid
in the column above B than above either
point By or By, from Eq. 3-4 we see that the
hydrostatic pressure at B will be less than
at B; and B,. Since fluid has a tendency to
flow from regions of high pressure to low
pressure, fluid will begin to move toward
the low pressure region at B and tend to
equalize the pressure along B1BB,; the pres-
sure at B will tend to increase and apply
an upward force to the buoyant fluid which
will therefore begin to move upwards. Thus
the light fluid will rise.

In fact (as we will see in Section 4.4) the
acceleration of the parcel of fluid is not g
but g Ap/pp, where Ap = (pp — pg), pp is the
density of the parcel, and pr is the density

*A “parcel” of fluid is imagined to have a small but finite dimension, to be thermally isolated from the environment,
and always to be at the same pressure as its immediate environment.
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of the environment. It is common to speak
of the buoyancy, b, of the parcel, defined as

b= _g(ﬂp - PE)

pp

If pp < pg then the parcel is positively buoyant
and rises; if pp > pr the parcel is negatively
buoyant and sinks; if pp = pg the parcel is
neutrally buoyant and neither sinks or rises.

We will now consider this problem in
terms of the stability of a perturbed fluid
parcel.

(4-3)

4.2.2. Stability

Suppose we have a horizontally uniform
state with temperature T(z) and density p(z).
T and p are assumed here to be related by
an equation of state

p= pref(l - a[T - Tref])

Equation 4-4 is a good approximation
for (fresh) water in typical circumstances,
where p, is a constant reference value of
the density and « is the coefficient of ther-
mal expansion at T = Ts. (A more detailed
discussion of the equation of state for water
will be given in Section 9.1.3.) Again we
focus attention on a single fluid parcel, ini-
tially located at height z;. It has temperature
T1 = T(z1) and density p; = p(z;1), the same
as its environment; it is therefore neutrally
buoyant and thus in equilibrium. Now let
us displace this fluid parcel a small vertical
distance to zp = z1+ 6z, as shown in Fig. 4.5.
We need to determine the buoyancy of the
parcel when it arrives at height z,.

Suppose the displacement is done suffi-
ciently rapidly that the parcel does not lose
or gain heat on the way, so the displacement
is adiabatic. This is a reasonable assumption
because the temperature of the parcel can
only change by diffusion, which is a slow
process compared to typical fluid move-
ments and can be neglected here. Since the
parcel is incompressible, it will not contract
nor expand, and thus it will do no work
on its surroundings; its internal energy and
hence its temperature T will be conserved.

(4-4)

——————————— 22

----------------- Z1

p —
FIGURE 4.5. We consider a fluid parcel initially
located at height z1 in an environment whose density is
p(2). It has density p; = p(z1), the same as its environ-
ment at height z;. It is now displaced adiabatically a
small vertical distance to z = z1+ 6z, where its density
is compared to that of the environment.

Therefore the temperature of the perturbed
parcel at zp will still be Ty, and its den-
sity will still be pp = p;. The environment,
however, has density

pE = p(22) = py + <%>E5Z,
where (dp/ dz)E is the environmental den-
sity gradient. The buoyancy of the parcel
just depends on the difference between its
density and that of its environment; using
Eq. 4-3, we find that

The parcel will therefore be

positively dp >0

neutrally buoyant if (d_> =0

negatively /e <0
(4-5)

If the parcel is positively buoyant (the sit-
uation sketched in Fig. 4.4), it will keep on
rising at an accelerating rate. Therefore an
incompressible liquid is unstable if den-
sity increases with height (in the absence
of viscous and diffusive effects). This is
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the familiar “top-heavy” condition. It is
this instability that leads to the convective
motions discussed above. Using Eq. 4-4, the
stability condition can also be expressed in
terms of temperature as

unstable AT <0
neutral if <—> =0 . (4-6)
dz J

stable >0

Note that Eq. 4-6 is appropriate for an
incompressible fluid whose density dep-
ends only on temperature.

4.2.3. Energetics

Consider now our problem from yet
another angle, in terms of energy conver-
sion. We know that if the potential energy
of a parcel can be reduced, just like the ball
on the top of a hill in Fig. 4.3, the lost poten-
tial energy will be converted into kinetic
energy of the parcel’s motion. Unlike the
case of the ball on the hill, however, when
dealing with fluids we cannot discuss the
potential energy of a single parcel in iso-
lation, since any movement of the parcel
requires rearrangement of the surrounding
fluid; rather, we must consider the potential
energy difference between two realizable
states of the fluid. In the present case, the
simplest way to do so is to consider the
potential energy consequences when two
parcels are interchanged.

Consider then two parcels of incom-
pressible fluid of equal volume at differing
heights, z; and z, as sketched in Fig. 4.5.
They have the same density as their respec-
tive environments. Because the parcels are
incompressible they do not expand or con-
tract as p changes and so do not do work
on, nor have work done on them by, the
environment. This greatly simplifies consid-
eration of energetics. The potential energy
of the initial state is

PEiitiat = § (p121 + p222) -

Now interchange the parcels. The
potential energy of the final state, after
swapping, is

PEfinal =g (p122 + poz1) -

The change in potential energy, APE, is
therefore given by

APE = PEfiml — PEinitial (4-7)
=—=g(p2—p1) (22 —21)
d
~-g (d_Z>E (22— 21)?
. . (p2 — p1)
if zo — z1 is small, where (dp/dz) , =———=
20 (dp )E (z2 —z1)

is the mean density gradient of the environ-
mental state. Note that the factor g (z; — 71)?
is always positive and so the sign of
APE depends on that of (dp/dz)g. Hence,
if (dp/dz)e >0, rearrangement leads to a
decrease in APE and thus to the growth of
the kinetic energy of the parcels; therefore
a disturbance is able to grow, and the sys-
tem will be unstable. But if (dp/dz), <0,
then APE >0, and potential energy can-
not be released by exchanging parcels.
So we again arrive at the stability crite-
rion, Eq. 4-6. This energetic approach is
simple but very powerful. It should be
emphasized, however, that we have only
demonstrated the possibility of instabil-
ity. To show that instability is a fact, one
must carry out a stability analysis anal-
ogous to that carried out in Section 4.1.2
for the ball on the curved surface (a sim-
ple example is given in Section 4.4) in
which the details of the perturbation are
worked out. However, whenever energetic
considerations point to the possibility of
convective instability, exact solutions of
the governing dynamical equations almost
invariably show that instability is a fact,
provided diffusion and viscosity are suffi-
ciently weak.

4.2.4. GFD Lab II: Convection

We can study convection in the labora-
tory using the apparatus shown in Fig. 4.6.
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4.2. CONVECTION IN WATER
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FIGURE 4.6. (a) A sketch of the laboratory apparatus used to study convection. A stable stratification is set up
ina50cm x 50cm x 50 cm tank by slowly filling it up with water whose temperature is slowly increased with
time. This is done using (1) a mixer, which mixes hot and cold water together, and (2) a diffuser, which floats on
the top of the rising water and ensures that the warming water floats on the top without generating turbulence.
Using the hot and cold water supply we can achieve a temperature difference of 20°C over the depth of the tank.
The temperature profile is measured and recorded using thermometers attached to the side of the tank. Heating at
the base is supplied by a heating pad. The motion of the fluid is made visible by sprinkling a very small amount of
potassium permanganate evenly over the base of the tank (which turns the water pink) after the stable stratification
has been set up and just before turning on the heating pad. (b) Schematic of evolving convective boundary layer
heated from below. The initial linear temperature profile is Tr. The convection layer is mixed by convection to a
uniform temperature. Fluid parcels overshoot into the stable stratification above, creating the inversion evident in
Fig. 4.7. Both the temperature of the convection layer and its depth slowly increase with time.

A heating pad at the base of the tank triggers
convection in a fluid that is initially strati-
fied by temperature. Convection carries heat
from the heating pad into the body of the
fluid, distributing it over the convection
layer much like convection carries heataway
from the Earth’s surface.

Thermals can be seen to rise from the
heating pad, entraining fluid as they rise.
Parcels overshoot the level at which they
become neutrally buoyant and brush the

Stratified Layer

Inversion

Convection Layer

stratified layer above, generating gravity
waves on the inversion (see Fig. 4.7 and
Section 4.4) before sinking back into the
convecting layer beneath. Successive ther-
mals rise higher as the layer deepens. The
net effect of the convection is to erode the
vertical stratification, returning the fluid to a
state of neutral stability—in this case a state
in which the temperature of the convecting

FIGURE 4.7. A snapshot of the convecting bound-
ary layer in the laboratory experiment. Note the
undulations on the inversion caused by convection
overshooting the well mixed layer below into the
stratified layer above.

layer is close to uniform, as sketched in the
schematic on the right side of Fig. 4.6.
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FIGURE 4.8. Temperature time series measured by
five thermometers spanning the depth of the fluid at
equal intervals. The lowest thermometer is close to the
heating pad. We see that the ambient fluid initially
has a roughly constant stratification, somewhat higher
near the top than in the body of the fluid. The heating
pad was switched on at t = 150 sec. Note how all the
readings converge onto one line as the well mixed
convection layer deepens over time.

Figure 4.8 shows time series of T mea-
sured by thermometers at various heights
above the heating pad (see legend for
details). Initially, there is a temperature
difference of 18°C from top to bottom.
After the heating pad is switched on, T
increases with time, first for the lowermost
thermometer, but subsequently, as the con-
vecting layer deepens, for thermometers at
each successive height as they begin to mea-
sure the temperature of the convecting layer.
Note that by the end of the experiment T is
rising simultaneously at all heights within
the convection layer. We see then that the
convection layer is well mixed, or essentially
of uniform temperature. Closer inspection
of the T(t) curves reveals fluctuations of
order + 0.1°C associated with individual
convective events within the fluid. Note also
that T increases at a rate that is less than
linear (this is the subject of Problem 3 at the
end of this chapter).

Law of vertical heat transport

We can use the energetic considerations
discussed in Section 4.2.3 to develop a sim-

ple “law of vertical heat transport” for the
convection in our tank, which turns out to
be a useful model of heat transport in cumu-
lus convection. To quantify the transport of
heat (or of any other fluid property) we
need to define its flux. Since the quantity
of interest here is the vertical flux, consider
fluid moving across a horizontal plane with
velocity w; the volume of fluid crossing unit
area of the plane during a small time inter-
val 6t is just w 6t. The heat content of the
fluid per unit volume is pc, T, where ¢, is the
specific heat of water; accordingly, the heat
flux—the amount of heat transported across
unit volume per unit time—is

H = pcywT. (4-8)

In a convecting fluid, this quantity will fluc-
tuate rapidly, and so it will be appropriate
to average the flux over the horizontal plane
and in time over many convective events. In
our experiment we can think of half of the
fluid at any level moving upward with typi-
cal velocity w. and temperature T + AT, and
equal amounts of cool fluid moving down-
ward with velocity —w, and temperature T.
Then the net flux, averaged horizontally, is
just %PrefcpwcAT.

Now we found that the change in poten-
tial energy resulting from the interchange
of the two small parcels of (incompressible)
fluid is given by Eq. 4.7. Let us now assume
that the potential energy released in con-
vection (as light fluid rises and dense fluid
sinks) is acquired by the kinetic energy (KE)
of the convective motion:

1
KE =3 x Ep,efwf = APE

= =g (p2—p1) (22 —21)
where we have assumed that the convective
motion is isotropic in the three directions
of space with typical speed w.. Using our
equation of state for water, Eq. 4-4, we may
simplify this to:

w? ~ %agAzAT (4-9)

where AT is the difference in temperature
between the upwelling and downwelling
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parcels that are exchanged over a height
Az = zp — z1. Using Eq. 4-9 in Eq. 4-8 yields
the following “law”” of vertical heat transfer
for the convection in our tank:

1/2
AT3/2.

(4-10)

In the convection experiment shown in
Fig. 4.7, the heating pad supplied energy at
around M = 4000 Wm™2. If the convection
penetrates over a vertical scale Az =0.2m,
then Eq. 4-10 implies AT ~0.1K if a=
2x 10K and ¢, = 4000] kg™ K~'. Eq.4-9
then implies a parcel speed of ~ 0.5cms™!.
This is not atypical of what is observed in
the laboratory experiment.

Thus convection transfers heat vertically
away from the pad. Even though the con-
vection layer is very well mixed, with small
temperature fluctuations (as can be seen in
the T(t) observations in Fig. 4.8) the motions
are sufficiently vigorous to accomplish the
required transfer.

1 1 2
H= Ep,,epr‘(/UAT ~ Eprepr <§agAZ>

4.3. DRY CONVECTION IN A
COMPRESSIBLE ATMOSPHERE

Before we can apply the foregoing ideas
to atmospheric convection, we must take
into account the fact that the atmosphere is
a compressible fluid in which p = p(p, T);
specifically, since the atmosphere closely
obeys the perfect gas law, p = p/RT. For
now we will assume a dry atmosphere,
deferring consideration of the effects of
moisture until Section 4.5. The parcel and
environmental pressure, temperature, and
density at z=z in Fig. 45 are p; =

p(z1), T1 = T(z1), and p; = p1/RT;. The real
difference from the incompressible case
comes when we consider the adiabatic dis-
placement of the parcel to z. As the parcel
rises, it moves into an environment of lower
pressure. The parcel will adjust to this pres-
sure; in doing so it will expand, doing work
on its surroundings, and thus cool. So the
parcel temperature is not conserved during dis-
placement, even if that displacement occurs
adiabatically. To compute the buoyancy of
the parcel in Fig. 4.5 when it arrives at z;,
we need to determine what happens to its
temperature.

4.3.1. The adiabatic lapse rate (in
unsaturated air)

Consider a parcel of ideal gas of unit
mass with a volume V, so that pV =1. If
an amount of heat, §Q, is exchanged by the
parcel with its surroundings then applying
the first law of thermodynamics §Q = dU +
dW, where dU is the change in energy and
dW is the change in external work done, *
gives us

6Q = codT +pdV, (4-11)

where c,dT is the change in internal energy
due to a change in parcel temperature of dT
and pdV is the work done by the parcel on
its surroundings by expanding an amount
dV. Here c, is the specific heat at constant
volume.

Our goal now is to rearrange Eq. 4-11 to
express it in terms of dT and dp so that we
can deduce how dT depends on dp. To that
end we note that, because pV =1,

av =d <1) = —lzdp.
p p

Rudolf Clausius (1822—1888) the Polish physicist, brought the science of thermodynamics into
existence. He was the first to precisely formulate the laws of thermodynamics stating that the
energy of the universe is constant and that its entropy tends to a maximum. The expression
0Q = dU + dW is due to Clausius.
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Thus
pav = -La,.
p

Repeated use of p = pRT yields

dp =RT dp + pR dT,

and
p p p
AV=-Sdp=-—"up+ 4T
P 2T T 2RT ProT
d
=__p + R dT.
p

The first law, Eq. 4-11 can then be written:

d
§0=R+c)dT-L (@412
p
dp
= Cp dT — 7,

where ¢, = R+¢, is the specific heat at
constant pressure.
For adiabatic motions, §Q = 0, whence

cp dT = d_p (4-13)
p

Now if the environment is in hydrostatic
balance then, from Eq. 3-3, dp = —gpr dz,
where pg is the density of the environment
(since the parcel and environmental pres-
sures must be locally equal). Before being
perturbed, the parcel’s density was equal
to that of the environment. If the displace-
ment of the parcel is sufficiently small, its
density is still almost equal to that of the
environment, p ~ pg, and so under adiabatic
displacement the parcel’s temperature will
change according to

dT g

e ¢ = -1y, (4-14)
where I'y is known as the dry adiabatic lapse
rate, the rate at which the parcel’s tempera-
ture decreases with height under adiabatic
displacement. Given ¢, = 1005 J kg='K~!
(Table 1.4), we find Iy ~ 10K km ™.

To determine whether the parcel experi-
ences a restoring force on being displaced
from z; to z, in Fig. 4.5, we must com-
pare its density to that of the environment.
At z;, the environment has pressure p,,
temperature T, ~ Ty + (dT/dz), 6z, where
(dT/dz), is the environmental lapse rate,
and density p, = po/RT». The parcel, on the
other hand, has pressure p,, temperature
Tp =Ty —T46z, and density pp = p2/RTp.
Therefore the parcel will be positively, neu-
trally, or negatively buoyant according to
whether Tp is greater than, equal to, or less
than T5. Thus our stability condition can be
written

unstable AT <-Ty
neutral if (—) =-Iy
stable dz ) g
(4-15)
Therefore, a compressible atmosphere is
unstable if temperature decreases with
height faster than the adiabatic lapse rate.
This is no longer a simple “top-heavy”’ crite-
rion (as we saw in Section 3.3, atmospheric
density must decrease with height under all
circumstances). Because of the influence of
adiabatic expansion, the temperature must
decrease with height more rapidly than the
finite rate I'y for instability to occur.
The lower tropospheric lapse rate in the
tropics is, from Fig. 4.9,

dT N T(500mbar) — T(1000mbar)
<E>E ~ Z(500mbar) — Z(1000mbar)
_ (270-295) K
"~ (5.546 — 0.127) km
~ —4.6Kkm™,

or about 50% of the adiabatic value. On
the basis of our stability results, we would
expect no convection, and thus no con-
vective heat transport. In fact the tropical
atmosphere, and indeed the atmosphere
as a whole, is almost always stable to dry
convection; the situation is as sketched in
the schematic, Fig. 4.10. We will see in
Section 4.5 that it is the release of latent heat,
when water vapor condenses on expan-
sion and cooling, that leads to convective
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FIGURE 4.9. Climatological atmospheric temperature T (dashed), potential temperature 8 (solid), and moist
potential temperature 6, (dotted) as a function of pressure, averaged over the tropical belt +30°
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FIGURE 4.10. The atmosphere is nearly always sta-
ble to dry processes. A parcel displaced upwards
(downwards) in an adiabatic process moves along a
dry adiabat (the dotted line) and cools down (warms
up) at a rate that is faster than that of the environment,
OTE /0z. Since the parcel always has the same pressure
as the environment, it is not only colder (warmer) but
also denser (lighter). The parcel therefore experiences
a force pulling it back toward its reference height.

instability in the troposphere and thus to
its ability to transport heat vertically. But
before going on, we will introduce the
very important and useful concept of poten-
tial temperature, a temperature-like variable
that is conserved in adiabatic motion. This
will enable us to simplify the stability
condition.

4.3.2. Potential temperature

The nonconservation of T under adia-
batic displacement makes T a less-than-ideal

measure of atmospheric thermodynamics.
However, we can identify a quantity called
potential temperature that is conserved under
adiabatic displacement.

Using the perfect gas law Eq. 1.1, our adi-
abatic statement, Eq. 4-13, can be rearranged
thus

cpdT = RTd—p,
p

dT _ Rdp _ de

T op p
where k = R/c, = 2/7 for a perfect diatomic
gas like the atmosphere. Thus, noting
that dlnx = dx/x, the last equation can be
written

7

dInT —kdIlnp =0 or p—j; = const. (4-16)

Potential temperature, 6, is defined as

r(3).
p

by convention, the constant reference pres-
sure po is taken to be 1000 mbar. It then
follows from Eq. 4-17, using Eq. 4-16, that
under adiabatic displacements

w_dar iy _
6 T "p

(4-17)

0.

Unlike T, 6 is conserved in a compressible
fluid under (dry) adiabatic conditions.
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From its definition, Eq. 4-17, we can see
that 0 is the temperature a parcel of air
would have if it were expanded or com-
pressed adiabatically from its existing p and
T to the standard pressure py. It allows one,
for example, to directly determine how the
temperature of an air parcel will change
as it is moved around adiabatically; if we
know its 6, all we need to know at any
instant is its pressure, and then Eq. 4-17
allows us to determine its temperature at
that instant. For example, from the climato-
logical profile shown in Fig. 4.9, a parcel of
air at 300 mbar has T = 229K (—44°C) and
6 = 323K if the parcel were brought down to
the ground (p = po) adiabatically, thus con-
serving 0, its temperature would be T = 0 =
323K (50°C).

We can express the stability of the col-
umn to dry adiabatic processes in terms of
6 as follows. Let’s return to our air parcel in
Fig.4.5. Atthe undisturbed position z, ithas
environmental temperature and pressure
and therefore also environmental potential
temperature 6; = 0g(z1), where 0g(z) is the
environmental profile. Since the parcel pre-
serves  in adiabatic motion, it stillhas § = 6,
when displaced to z;. The parcel pressure is
the same as that of its environment and so,
from Eq. 4-17, it is warmer (or cooler) than
its environment according to whether 6; is
greater (or lesser) than g (zy). Since 0g(z2) ~
Oc(z1) + (d6/dz) . 6z = 61 + (de/dz)E 5z, the
parcel is

unstable 4o <0
neutral if <—> =0 . (4-18)
dz )

stable >0

Note that Eq. 4-18 has the same form as
Eq. 4-6 for an incompressible fluid, but is
now expressed in terms of § rather than T. So
another way of expressing the instability cri-
terion is that a compressible atmosphere is
unstable if potential temperature decreases
with height.

Figure. 4.9 shows climatological T and
6 as functions of pressure up to 100 mbar,
averaged over the tropical belt. Note that

d0/dz >0, but that dT/dz <0. As noted
earlier, we see that the climatological state of
the atmosphere is stable to dry convection.
However, dry convection is often observed
in hot arid regions, such as deserts (e.g.,
the Sahara desert or Arizona) where the
surface can become very hot and dry. This
state of affairs is sketched in Fig. 4.11. Air
parcels rise from the surface and follow
a dry adiabat (conserving potential tem-
perature) until their temperature matches
that of the environment, when they will
become neutrally buoyant. (In reality, the
rising parcels have nonzero momentum, so
they may overshoot the level of neutral
buoyancy, just as observed in our labo-
ratory convection experiment. Conversely,
they may also entrain cooler air from the
environment, thus reducing their buoyancy
and limiting their upward penetration.) So
in Fig. 4.11 (left), if the surface temperature
is T (or T,), convection will extend to an alti-
tude z; (or zp). This is the atmospheric and
therefore compressible analogue of the con-
vection of an incompressible fluid (water)
studied in GFD Lab II, Section 4.2.4. The
analogy becomes even clearer if one views
the same process in terms of 6, as sketched
in Fig. 4.11 (right). The convective layer is
of uniform 6 corresponding to neutral sta-
bility, just as observed in the laboratory
experiment (cf. Fig. 4.6).

4.4. THE ATMOSPHERE UNDER
STABLE CONDITIONS

4.4.1. Gravity waves

The ball perched on the peak in Fig. 4.3
is unstable, just like the atmosphere under
convectively unstable conditions. We have
seen, however, that the atmosphere is
mostly stable to dry processes (i.e., dT/dz >
—I';) and so the analogy is with the ball in
the valley: when disturbed, a dry air parcel
will simply oscillate about its mean position.

To analyze this situation, we once again
consider the buoyancy forces on a displaced
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FIGURE 4.11. Dry convection viewed from the perspective of temperature (left) and potential temperature
(right). Air parcels rise from the surface and follow a dry adiabat until their temperature matches that of the
environment, when they will become neutrally buoyant. If the surface temperature is T (or T2), convection will
extend to an altitude z; (or z3). The same process viewed in terms of potential temperature is simpler. The stable
layer above has d0/dz > 0; convection returns the overturning layer to a state of uniform 6 corresponding to neutral
stability, just as observed in the laboratory experiment (cf. the right frame of Fig. 4.6). Note that by definition, § = T

atp = 1000 hPa.

P(2) SA

FIGURE 4.12. A parcel displaced a distance A from
height z; to height zp. The density of the parcel is pp,
and that of the environment, pg.

air parcel. Consider Fig. 4.12. An air parcel
has been displaced upward adiabatically a
distance A from level z; to level zp = z; + A.
The environment has density profile pg(z2),
and a corresponding pressure field pg(z)
in hydrostatic balance with the density.
The parcel’s pressure must equal the envi-
ronmental pressure; the parcel’s density
is pp = pp/RTp = pe(zp)/RTp. We suppose
the parcel has height 6z and cross-sectional
area 6A.

Now the forces acting on the parcel
are (following the arguments and notation
given in Section 3.2):

i) gravity, F; = —¢ pp 6A6z (downward),
and

ii) net pressure force
Fr + Fp = —6pg 6A = gppbAsz (upward)

where we have used hydrostatic balance.
Hence the net force on the parcel is

F8+FT+FB =g(pE—pp)5A52

The parcel’s massis p,6z64, and the equation
of motion for the parcel is therefore

2

a=A
pp 62 6A e = g (pg — pp) 6A &z,

so that

d*A Pp — PE

e g( ™ > (4-19)
The quantity b= —-g(pp —pg) /pp is, of
course, the buoyancy of the parcel as defined
in Eq. 4-3: if pp > pr the parcel will be neg-
atively buoyant. Now, because the parcel
always has the same pressure as the envi-
ronment, we may write its buoyancy, using
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the ideal gas law, Eq. 1-1, and the definition
of potential temperature, Eq. 4-17, as

b=glE P

8 g
o TE(P E) HE(P E)

(4-20)
For small A, 6 (z+ A) = 0c (z1) + AdOg/

dz. Moreover, since the potential tem-
perature of the parcel is conserved,

Op = 0e(z1), and so Op— 0 = —AdOg/dz,
enabling Eq. 4-19 to be written:
d>A g dog 5
— =—=—A=-N°A 4-21
dt? O dz ! ( )
where we define
8 dog
N2=2 "= 4-22
o 4z (4-22)

which depends only on the vertical variation
of 0. Note that, under the stable conditions
assumed here, N2 >0, so N is real. Then
Eq. 4-21 has oscillatory solutions of the form

A = AjcosNt+ ArsinNt,

where A; and A, are constants set by initial
conditions, and N, defined by Eq. 4-22, is
the frequency of the oscillation. It is for this
reason that the quantity N (with units of s1)
is known as the buoyancy frequency.

Thus in the stable case, the restoring force
associated with stratification allows the exis-
tence of waves, which are known as internal
gravity waves, and which are in fact anal-
ogous to those commonly seen on water
surfaces. The latter, known as surface grav-
ity waves, owe their existence to the stable,
“bottom heavy,” density difference at the
water-air interface. Internal gravity waves
owe their existence to a continuous, internal,
stable stratification.

Under typical tropospheric conditions
(see the 6 profile in Fig. 4.9), we estimate

N2 = 9.81ms2 340K -300K
T 300K 104m
=1.3x10"*s7?,

whence internal gravity waves in the atmo-
sphere have a typical period of 2z/N ~
9min.’ Internal gravity waves are ubiqui-
tous in the atmosphere and are continually
excited by, for example, horizontal winds
blowing over hills and mountains, and
convective plumes buffeting a stable layer
above, among other things. On occasion,
when the air is nearly saturated, they are
made visible by the presence of regular
bands of clouds in the crest of each wave
(note, not all visible bands of clouds are
produced in this way). These clouds often
have a characteristic “lens” shape, hence
the name lenticular. (See Figs. 4.13 and 4.14.)
One can (very roughly) estimate an exp-
ected horizontal wavelength for the waves
as follows. If each parcel of air oscillates
at frequency N but is carried along by the
wind at speed u such that a stationary pat-
tern results, as in Fig. 4.15, then the expected
wavelength is 2ru/N, around 5-10km for
the N estimated above and a wind of
10-20ms~!. Regular cloud features of this
type are especially dramatic in the vicinity of
mountain ranges (such as the Sierra Nevada
and the Continental Divide of North Amer-
ica), as illustrated in Fig. 4.13 and shown
in the photograph in Fig. 4.14. Another
rather spectacular example of internal grav-
ity waves in the atmosphere is shown in
Fig. 4.15 and has an uncanny resemblance
to the wake left by a ship (superimposed on
the figure).

We shall see in Chapter 9 that the interior
of the ocean is also stably stratified; internal
gravity waves are a ubiquitous feature of the
ocean too. Features indicative of such waves
have also been observed in the Martian and
Jovian atmospheres.

4.4.2. Temperature inversions

In abnormal situations in the tropo-
sphere in which T increases with height, the
atmosphere is very stable; the restoring force

°The frequency given by Eq. 4-22 is an upper limit. We have considered the case in which the parcels of air oscillate
exactly vertically. For parcel oscillations at an angle « to the vertical, the frequency is N cos .
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FIGURE 4.13. A schematic diagram illustrating the formation of mountain waves (also known as lee waves).
The presence of the mountain disturbs the air flow and produces a train of downstream waves (cf. the analogous
situation of water in a river flowing over a large submerged rock, producing a downstream surface wave train).
Directly over the mountain, a distinct cloud type known as lenticular (“’lens-like”’) cloud is frequently produced.
Downstream and aloft, cloud bands may mark the parts of the wave train in which air has been uplifted (and thus

cooled to saturation).

FIGURE 4.14. Looking downwind at a series of lenticular wave clouds in the lee of the Continental Divide of
North America. Photo courtesy of Dale Durran, University of Washington.

on a lifted air parcel is large, and the
atmosphere is thus particularly resistive to
vertical motion. Such “inversions” can be
produced in several ways. Low-level inver-
sions (at altitudes of a few hundred meters)
are commonly produced during calm winter
nights from radiative cooling of the surface
(see Fig. 4.16a).

Note that the inversion may be self-
reinforcing; under conditions of slight wind,
turbulence carries heat from aloft and limits
the cooling of the surface. If an inver-
sion forms, the resistance to vertical motion
suppresses the turbulence and allows the
surface layer to cool, thus strengthening the

inversion. (Fog may then form in the cold
surface layer below the inversion.) Apart
from its thermal impact, the inversion may
trap surface air and thus allow pollutants to
build up in the surface layer.

A second type of low-level inversion,
common in many subtropical regions of the
Earth, is known as the trade-wind, or just
trade, inversion. As we shall see in Chap-
ter 5, air in the subtropics is, on average,
descending and thus warms adiabatically,
according to Eq. 4-14, as it does so. As
shown in Fig. 4.16b, this can produce a per-
sistent inversion (at altitudes between 400m
and 2km, depending on location). Many
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FIGURE 4.15. Atmospheric gravity waves formed in the lee of Jan Mayen island (only 50km long, situ-
ated 375 miles north-northeast of Iceland), observed in February 2000. The wind is blowing from the WSW.
A volcano—called Beerenberg—forms the north end of the island and rises to a height of over 2km. Note the
similarity between the atmospheric wake and that formed on a water surface by a ship, superimposed on the

figure.
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FIGURE 4.16. (a) Low-level inversions are commonly produced during calm winter nights from radiative

cooling of the surface. (b) A trade inversion created by descent and adiabatic warming typical of subtropical regions.

subtropical areas have pollution problems
that are exacerbated by the trade inversion
(see Fig. 4.17). In some cases, the verti-
cal trapping of air by the inversion can
be compounded by horizontal trapping by
mountains. Los Angeles and Mexico City
(and many other cities) suffer from this
situation.

4.5. MOIST CONVECTION

We have seen that the atmosphere in
most places and at most times is stable to
dry convection. Nevertheless, convection is
common in most locations over the globe
(more so in some locations than in others,
as we will discuss in Section 4.6.2). There is
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FIGURE 4.17.

(Top) A satellite image showing dense haze associated with pollution over eastern China. The

view looks eastward across the Yellow Sea toward Korea. Provided by the SeaWiFS Project, NASA /Goddard Space
Flight Center. (Bottom) Temperature inversions in Los Angeles often trap the pollutants from automobile exhaust

and other pollution sources near the ground.

one very important property of air that we
have not yet incorporated into our discus-
sion of convection. Air is moist, and if a moist
air parcel is lifted, it cools adiabatically; if
this cooling is enough to saturate the par-
cel, some water vapor condenses to form a
cloud. The corresponding latent heat release
adds buoyancy to the parcel, thus favor-
ing instability. This kind of convection is
called moist convection. To derive a stability

condition for moist convection, we must first
discuss how to describe the moisture content
of air.

4.5.1. Humidity

The moisture content of air is conve-
niently expressed in terms of humidity. The
specific humidity, g, is a measure of the
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mass of water vapor to the mass of air per
unit volume defined thus:

g=—, (4-23)

where p = p; + p, (see Section 1.3.2) is the
total mass of air (dry air plus water vapor)
per unit volume. Note that in the absence of
mixing or of condensation, specific humid-
ity is conserved by a moving air parcel, since
the masses of both water and air within the
parcel must be separately conserved.

The saturation-specific humidity, g., is
the specific humidity at which saturation
occurs. Since both water vapor and dry air
behave as perfect gases, using Eq. 1-2 to
express Eq. 4-23 at saturation, we define g,
thus:

*

_ /R <5> 5 (@24

p/RT R,/) p
where ¢,(T) is the saturated partial pressure
of water vapor plotted in Fig. 1.5. Note that
g« is a function of temperature and pres-
sure. In particular, at fixed p it is a strongly
increasing function of T.

Relative humidity, U, is the ratio of the
specific humidity to the saturation specific
humidity, q., often expressed as a percen-
tage thus:

U= x100%

4-25
0 (4-25)

Now near the Earth’s surface the mois-
ture content of air is usually fairly close
to saturation (e.g., throughout the lower
tropical atmosphere, the relative humidity
of air is close to 80%, as will be seen in
Chapter 5). If such an air parcel is lifted,
the pressure will decrease and it will cool.
From Eq. 4-24, decreasing pressure alone
would make g.. increase with altitude. How-
ever, the exponential dependence of ¢, on
T discussed in Chapter 1 overwhelms the
pressure dependence, and consequently g.
decreases rapidly with altitude. So as the air
parcel is lifted, conserving its g, it does not
usually have to rise very far before q > g..

The level at which this occurs is called the
condensation level z. (Fig. 4.18). At and above
z., excess vapor will condense so that g = g..
Moreover, since q.. will continue to decrease
as the parcel is lifted further, g will decrease
correspondingly. Such condensation is visi-
ble, forexample, as convective clouds. As the
vapor condenses, latent heat release partly
offsets the cooling due to adiabatic expan-
sion. Thus we expect the moist parcel to
be more buoyant than if it were dry. As
illustrated in Fig. 4.18, above z. the parcel’s
temperature falls off more slowly (contrast
with the dry convection case, Fig. 4.11) until
neutral buoyancy is reached at z, the cloud
top. Clearly, the warmer or moister the
surface air, the higher the cloud top will be.

Below the condensation level we expect
a parcel undergoing convection to follow
a dry adiabat. But how does its tempera-
ture change in the saturated layer above?
It follows a saturated adiabat, as we now
describe.

cloud

T

FIGURE 4.18. The temperature of a moist air parcel
lifted in convection from the surface at temperature
Ts will follow a dry adiabat until condensation occurs
at the condensation level z.. Above z, excess vapor
will condense, releasing latent heat and warming the
parcel, offsetting its cooling at the dry adiabatic rate
due to expansion. Thus a moist parcel cools less rapidly
(following a moist adiabat) than a dry one, until neutral
buoyancy is reached at z;, the cloud top. This should
be compared to the case of dry convection shown in
Fig. 4.11.
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4.5.2. Saturated adiabatic lapse rate

Let us return to the case of a small verti-
cal displacement of an air parcel. If the air
is unsaturated, no condensation will occur,
and so the results of Section 4.3.1 for dry
air remain valid. However, if condensa-
tion does occur, there will be a release of
latent heat in the amount 6Q = —L dg per
unit mass of air, where L is the latent heat
of condensation and dq is the change in
specific humidity q. Thus we must modify
Eq. 4-13 to

d
cpdT=7p—qu

(4-26)
for an air parcel undergoing moist adiabatic
displacement. Note that there is a minus sign
here because if dg < 0, latent heat is released
and the parcel warms. If the environment is
in hydrostatic balance, dp/p = —gdz, and so

d(c,T+gz+Lg)=0. (4-27)

The term in parentheses is known as the
moist static energy and comprises ¢, T + gz,
the dry static energy, and Lg, the latent heat
content.

If the air parcel is always at saturation,
we can replace g by g, in Eq. 4-26. Now,
since g, = q.(p,T),

0]+ 0]+
dq*=idp+ 1

—dT .
op oT

From Eq. 4-24,

%__<£>e_s__q_*
op R, ) p? p

M. (RYlde _(R\pe
of \R,)par “\®r,) p ="
where we have used Eq. 1-4 to write

des/dT = pes. Hence Eq. 4-26 gives setting
dq = dq.,

dp p]
Lpg.|\dT = — |1+ Lg.~| .
[cp + Lpg.] p[+qp

Writing dp/p = —¢ dz and rearranging,

dr

B [1+Lq*/RT
dZ_ s =1d

1+ pLq./ cp] o (&28)

where T is known as the saturated adiabatic
lapse rate. ® The factor in brackets on the right
is always less than unity, so the saturated
adiabatic lapse rate is less than the dry adi-
abatic lapse rate; at high altitudes, however,
g+ is small and the difference becomes very
small. Since g.. varies with p and T, one can-
not ascribe a single number to I's. It has typ-
ical tropospheric values ranging between
I, ~3Kkm™ in the moist, tropical lower
troposphere and T, ~ Ty = 10Kkm™ in the
upper troposphere. A typical atmospheric
temperature profile is sketched, along with
dry and saturated adiabats, in Fig. 4.19.
The qualitative impact of condensation
is straightforward; the release of latent heat
makes the air parcel warmer and therefore
more buoyant, and so the atmosphere is

10 km

N

5 km

0
200 K

250 K T 300 K
FIGURE 4.19. A schematic of tropospheric temper-
ature profiles showing the dry adiabat, a typical wet
adiabat, and a typical observed profile. Note that the
dry adiabatic ascent of a parcel is typically cooler than
the surroundings at all levels, whereas the wet adiabat
is warmer up to about 10 km. The wet and dry lapse
rates are close to one another in the upper troposphere,
where the atmosphere is rather dry.

°[; is also known as the pseudo-adiabatic lapse rate.



50 4. CONVECTION

destabilized by the presence of moisture, i.e.,
a saturated atmosphere is unstable if

7 S L,
where I'; < T'y;. The resulting instability is
known as conditional instability, since it is
conditional on the air being saturated. The
tropical troposphere is close to neutrality
with respect to moist convection, meaning
that it has dT / 0z ~ —T'; (see below).

Lines that show the decrease in T of
a parcel of air which is rising/sinking in
the atmosphere under saturated adiabatic
conditions are called saturated adiabats.
As we now describe, we can define a
temperature-like quantity that is conserved
in moist processes and plays an analogous
role to that of potential temperature in dry
convection.

(4-29)

4.5.3. Equivalent potential temperature

Moist thermodynamics is complicated,
but it is relatively straightforward to define
a potential temperature that is conserved
in moist processes. This quantity, known as
equivalent potential temperature, 6, tends
to be mixed by moist convection, just as dry
potential temperature, 6, is mixed in dry
convection.

We begin from the first law, Eq. 4-26.
Making use of p = pRT and k = R/¢y, it can
be rearranged thus:

L
dInT = xdInp — Cp—qu .
From the definition of potential tempera-
ture, Eq. 4-17, In6 = InT — xInp + constant,
and so this can be written

L Lg
dlnf=-—dqg~—-d| —
" T 1 <cpT>'

where we have made the approximation of
slipping the factor L/c,T inside the deriva-
tive, on the grounds that the fractional
change in temperature is much less than
that of specific humidity (this approxima-
tion is explored in Problem 6 at the end of

the chapter). Then we may conveniently
define equivalent potential temperature

to be
Lq
05 = 06xp CP_T P

such that df, = 0 in adiabatic processes. The
utility of 6, is that:

(4-30)

1. Itis conserved in both dry and wet
adiabatic processes. (In the absence of
condensation, g is conserved; hence
both 6 and 0, are conserved. If
condensation occurs, 4 — ¢.(p,T); then
0, is conserved but 0 is not.)

2. If the air is dry, it reduces to dry
potential temperature (§, — 0 when
q—0).

3. Vertical gradients of 6, tend to be
mixed away by moist convection, just
like the T gradient in GFD Lab II.

This last point is vividly illustrated in
Fig. 4.9, where climatological vertical pro-
files of T, 6 and 6, are plotted, averaged
over the tropical belt + 30° (see also Fig. 5.9).
Note how 6 increases with height, indicat-
ing that the tropical atmosphere is stable to
dry convection. By contrast, the gradient of
0. is weak, evidence that moist convection
effectively returns the tropical atmosphere
to a state that is close to neutral with respect
to moist processes (d6,/dp ~ 0).

Having derived conditions for convective
instability of a moist atmosphere, let us now
review the kinds of convection we observe
in the atmosphere and their geographical
distribution.

4.6. CONVECTION IN THE
ATMOSPHERE

We have seen that the atmosphere is
normally stable in the absence of con-
densation. Hence most convection in the
atmosphere is moist convection, accom-
panied by saturation and hence cloud
formation. Downwelling air parcels do not
become saturated because descending air
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FIGURE 4.20. Schematic of convective clouds: Cu = cumulus; Cb = cumulonimbus. The condensation level is
the level above which g = g.. Cb clouds have a characteristic “anvil,” where the cloud top spreads and is sheared

out by strong upper level winds.

warms adiabatically. They would therefore
become positively buoyant, if it were not
for radiative cooling, a process that is
much slower than latent heat release in the
updrafts; so the descent must be slow. Thus
moist convection comprises narrow, cloudy,
vigorous updrafts, with larger areas of clear,
dry, air slowly descending between.

4.6.1. Types of convection

Convective clouds have two main forms:
cumulus (Cu) clouds (usually small, “fair-
weather,” and nonprecipitating) and cumu-
lonimbus (Cb) clouds (usually associated
with thunderstorms and heavy rain, and
perhaps hail).”

Modest convection is common and usu-
ally shallow (up to just a few km) and
capped by Cu clouds (see Figs. 4.20
and 4.21). They are typically 1-2km tall
and towers can be seen to grow this far
in about 15min, implying a vertical veloc-
ity of around 2ms~!. Typical temperature

fluctuations are of order 0.1 K (see the appli-
cation of parcel theory below). The sensible

heat fluxis pcpﬁ, where the primes denote
differences from the time mean, represented
by anoverbar. Using the above estimates and
Table 1.4, we obtain a heat flux of 200 W m~2,
an impressive number and comparable to
the radiative fluxes shown, for example, in
Fig. 5.5.

Deep convection is common in the tropics
(see Section 4.6.2) and occasionally else-
where. It is manifested by huge Cb clouds,
illustrated in Figs. 4.20, 4.22, and 4.23, the
tops of which may reach the tropopause,
and become so cold that the cloud top
is sheared off by wind to form an anvil
made of ice crystals. Vertical motions can
reach tens of ms™! with temperature fluc-
tuations around 1K. The vertical heat flux
associated with individual cumulonimbus
clouds is many kW m~2. However, they are
intermittent both in space and time. They
are the primary mechanism of vertical heat
transport in the tropics.

7 Luke Howard (1772—1864). An English manufacturing chemist and pharmacist, Howard was

in standard use.

also an amateur meteorologist. He wrote one of the first textbooks on weather and developed
the basis for our cloud classification system; he is responsible for the cloud nomenclature now
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FIGURE 4.21. A well-distributed population of cumulus clouds over the midwestern United States. Photograph:
Russell Windman, May 30, 2002, from an altitude of 35,000 ft.

FIGURE 4.22. A mature cumulonimbus (thunderstorm) cloud producing rain and hail on the Great Plains. The
hail core is evident in the bright white streaks (center). As the updrafts rise through the cloud and into noticeably
warmer air, the top of the cloud spreads out and flattens (top). From the University Corporation for Atmospheric

Research.

Dynamics of cumulus convection

We have seen that at a certain height,
rising moist air parcels become saturated
and a cloud forms. What happens above the
cloud base depends on the type of cloud.
Cumulus clouds are observed to mix with

their surroundings, entraining ambient air.
The result is that they rapidly lose their
buoyancy. This is illustrated in Fig. 4.24,
where we sketch air parcels ascending a
little along wet adiabats, followed by com-
plete mixing (the short horizontal lines).



4.6. CONVECTION IN THE ATMOSPHERE 53

FIGURE 4.23. A supercell is a giant cuamulonimbus storm with a deep rotating updraft. Supercells can produce
large amounts of hail, torrential rainfall, strong winds, and sometimes tornadoes. The close-up view of the supercell
thunderstorm in the picture shows a bulging dome of clouds extending above the flat, anvil top. This is caused by
a very intense updraft that is strong enough to punch through the tropopause and into the stratosphere. At the
time of this photograph, baseball-sized hail was falling and a tornado was causing havoc in southern Maryland.
Photograph by Steven Maciejewski (April 28, 2002): reported by Kevin Ambrose.

One consequence evident from the figure
is that the cumulus top is expected where
the wet adiabat first runs parallel to the
environmental profile, more or less obser-
ved in practice.

A simple model of heat transport in
cumulus convection can be constructed as
follows, in the spirit of the parcel theory
developed in Section 4.2.4 to describe con-
vection in our tank of water in GFD Lab II
From Eq. 420 we see that the buoyant

acceleration of an air parcel is g%, where
AT = Tp — Tg. If the parcel eventually rises
by a height Az, the PE of the system will
have decreased by an amount per unit

mass of g% Az. Equating this to acquired
KE, equally distributed between horizon-
tal and vertical components, we find that
Su? ~ g BT wwhich is Eq. 49 with «
replaced by T-!. The vertical heat trans-
port by a population of cumulus clouds is
then given by Eq. 4-10 with « replaced by

T-!. This fairly crude model of convective
vertical heat transport is a useful representa-
tion and yields realistic values. If convection
carries heat at a rate of 200Wm™ from
the surface up to 1km, Eq. 4-10 predicts
AT ~0.1K and w~1.5ms™}, roughly in
accord with what is observed.

Cumulonimbus convection

Suppose we had imagined that the Cu
cloud discussed in the previous section had
a vertical scale of 10 km rather than the 1 km
assumed. We will see in Chapter 5 that the
wind ata height of 10 km is some 20-30 m s~!
faster than at cloud base (see Fig. 5.20), and
so the cumulus cloud would be ripped apart.
However, Cb storms move at the same speed
as some middle-level wind. Fig. 4.25 shows
the flow relative to a cumulonimbus storm
moving along with the wind at midlevels. It
overtakes the potentially warm air near the
surface, and so, relative to the storm, this air



54 4. CONVECTION

5 Cu top

y moist ascent
g

F)

mixing

-~
-~

dry adiabat

Y

T

FIGURE 4.24. In cumulus convection, buoyant air parcels ascend along a moist adiabat but repeatedly mix with
ambient fluid, reducing their buoyancy. Cumulus top is expected to occur at the level at which the wet adiabat first
runs parallel to the environmental curve, as shown in the inset at top right of figure.

wind relative to storm squall front

FIGURE 4.25. The pattern of flow relative to a cumulonimbus storm moving along with a middle-level
wind. Ahead of the storm, air is sucked in (p—), ascends, and is expelled in the anvil. Upper-middle level air
approaches the storm from behind and is brought down to the ground (p+). The “squall front” is a stagnation point
relative to the storm which moves roughly at the speed of the storm. Heavy rain is represented by the vertical
dotted lines in the updraught. Modified from Green (1999).

flows strongly toward the storm, ascends  inthe updraft creates positive buoyancy and
in the cloud and is eventually expelled as  vertical acceleration, powering the motion.
an anvil in a shallow, fast-moving sheet A region of low pressure is created at the
containing ice crystals. Release of latentheat =~ surface just ahead of the storm, “sucking”
in condensation (and associated heavy rain) low-level flow into it. At the same time,
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upper-middlelevel air approaches the storm
from behind, is cooled by evaporation from
the rain falling into it, and brought down
to the ground where it creates a region of
high pressure as it decelerates. The “squall
front” is a stagnation point relative to the
storm, which moves roughly at the speed of
the storm.

In contrast to a cumulus cloud, there
is hardly any mixing in a cumulonimbus
cloud, because the flow is so stream-
lined. Consequently nearly all the potential

energy released goes into kinetic energy of

the updraft. Hence 1w? ~ g&TAz, which

yields w ~ 25ms™! if AT~ 1K and Az ~
10km, roughly in accord with observa-
tions. Updrafts of this magnitude are strong
enough, for example, to suspend hailstones
until they grow to a large size.

4.6.2. Where does convection occur?

The short answer to this question is, in
fact, almost everywhere. However, deep
convection is common in some places and
rare in others. In general, tropical rainfall
is associated with deep convection, which is
most common in the three equatorial regions

where rainfall is most intense (Indonesia
and the western equatorial Pacific Ocean,
Amazonia, and equatorial Africa). Over the
desert regions of the subtropics, it is uncom-
mon. The contrast between these two areas
is shown in the distribution of outgoing
long-wave radiation (OLR) in Fig. 4.26.
OLR is the total radiative flux in
the terrestrial wavelengths, measured by
downward-looking satellite instruments. As
discussed in Chapter 2, if we can think of this
flux as emanating from a single layer in the
atmosphere, then we can deduce the tem-
perature of that layer (assuming blackbody
radiation, Eq. 2.2). So OLR is a measure
of the temperature of the emitting region.
Note that the polar regions in Fig. 4.26 have
low OLR: this is not very surprising, since
these regions are cold. The OLR is also low,
however, over the three equatorial regions
mentioned previously. The radiation cannot
be coming from the surface there, since the
surface is warm; it must be (and is) coming
from high altitudes (10-15km), where the
temperature is low, even in the tropics. As
shown in Fig. 4.27, this happens because
the radiation is coming from the tops of
deep convective clouds; the low OLR is
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FIGURE 4.26. Outgoing longwave radiation (OLR: contour interval 20 Wm~2) averaged over the year. Note the
high values over the subtropics and low values over the three wet regions on the equator: Indonesia, Amazonia,

and equatorial Africa.
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ground

FIGURE 4.27.

indicative of deep convection. Note that in
the subtropical regions, especially over the
deserts and cooler parts of the ocean, OLR
is high; these regions are relatively dry and
cloud-free, and the radiation is coming from
the warm surface.

Convection requires a warm surface rel-
ative to the environmental air aloft. This can
be achieved by warming the surface by, for
example, solar heating, leading to afternoon
convection, especially in summer and, most
of all, in the tropics where deep convec-
tion is very common. However, convection
can also be achieved by cooling the air
aloft. The latter occurs when winds bring
cold air across a warm surface; for example,
thunderstorms in middle latitudes are fre-
quently associated with the passage of cold
fronts. In middle latitudes, shallow convec-
tion is frequent (and is usually visible as
cumulus clouds). Deep convection (always
associated with heavy rain and often with
thunderstorms) is intermittent.

4.7. RADIATIVE-CONVECTIVE
EQUILIBRIUM

As we saw in Section 3.1.2, the ther-
mal structure expected on the basis of

Schematic of IR radiation from the ground (at temperature Ts ~ 300 K in the tropics) and from the
tops of deep convective clouds (at temperature T, ~ 220K).

radiative forcing alone has a temperature
discontinuity at the ground, as illustrated
in Fig. 3.4; the radiative equilibrium tem-
perature of the ground is considerably
warmer than that of the air above. This
profile is unstable and convection will
occur. Convective motions will transport
heat upward from the surface; when the
air parcels mix with the environment (as
they will), they increase the environmen-
tal temperature until the environment itself
approaches a state of neutrality, which, in
the moist tropical atmosphere, is one of
constant moist potential temperature. The
tropical troposphere is indeed observed to
be close to neutral for moist convection
(cf. Fig. 4.9) where convection reaches up
to the tropopause at height zr. The whole
tropical troposphere is in a state of radiative-
convective equilibrium, with a convectively
determined state below the tropopause
and a radiative equilibrium state above, as
sketched in Fig. 3.4.

How the temperature structure of the
tropics is conveyed into middle latitudes is
less certain. It seems unlikely that local con-
vection is the primary control of the vertical
temperature structure in middle latitudes.
Here transport by larger scale systems plays
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an important role. In Chapter 8 we will
discuss the role of mid-latitude weather sys-
tems in transporting heat, both vertically
and horizontally.

4.8. FURTHER READING

The reader is referred to Holton (2004)
and especially to Wallace and Hobbs
(2006) for more detailed discussions of
atmospheric thermodynamics, where many
of the more exotic thermodynamic vari-
ables are defined and discussed. Emanuel
(1994) gives a very thorough and advanced
treatment of atmospheric convection.

4.9. PROBLEMS

1. Show that the buoyancy frequency,
Eq. 4-22, may be written in terms of the
environmental temperature profile

thus:
2_ 8 (4T
N _TE<dZ +Fd>,

where I'; is the dry adiabatic lapse rate.

2. From the temperature (T) profile
shown in Fig. 4.9:

(a) Estimate the tropospheric lapse
rate and compare to the dry
adiabatic lapse rate.

(b) Estimate the pressure scale height
RT,/g, where T, is the mean
temperature over the 700 mbar to
300 mbar layer.

(c) Estimate the period of buoyancy
oscillations in mid-troposphere.

3. Consider the laboratory convection
experiment described in Section 4.2.4.
The thermodynamic equation
(horizontally averaged over the tank)
can be written:

dT  H

PO = (4-31)

stable layer

initial T profile
Y4 p .

convecting layer h
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FIGURE 4.28. Schematic of temperature profiles
before and after convection in the laboratory exper-
iment GFD Lab II. The initial T profile, increasing
linearly with height, is returned to the neutral state,
one of uniform temperarture, by convection.

where & is the depth of the convection
layer (see Fig. 4.28), H is the (constant)
heat flux coming in at the bottom from
the heating pad, p is the density, ¢, is
the specific heat, t is time, and T is
temperature.

We observe that the temperature in the
convection layer is almost homo-
geneous and “joins on” to the linear
stratification into which the convection
is burrowing, as sketched in Fig. 4.28.
Show that if this is the case, Eq. 4-31
can be written thus:

&T‘Z i W= H,

2 dt
where T is the initial temperature
profile in the tank before the onset
of convection, and T, = ‘2—: is the initial
stratification, assumed here to be
constant.

(a) Solve the above equation; show
that the depth and temperature of
the convecting layer increases by
v/t, and sketch the form of the
solution.

b) Is your solution consistent with the
y
plot of the observed temperature
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evolution from the laboratory
experiment shown in Fig. 4.8?

(c) How would T have varied with
time if initially the water in the
tank had been of uniform temper-
ature (i.e., was unstratified)? You
may assume that the water
remains well mixed at all times
and so is of uniform temperature.

. Consider an atmospheric temperature

profile at dawn with a temperature
discontinuity (inversion) at 1 km, and
a tropopause at 11 km, such that

10°C, z < 1km
T(z) = [15-8(z—-1]°C 1<z<1lkm
—-65°C z>11km

(where here z is expressed in km).
Following sunrise at 6 a.m. until

1 p.m., the surface temperature
steadily increases from its initial value
of 10°C at a rate of 3°C per hour.
Assuming that convection penetrates
to the level at which air parcels
originating at the surface and rising
without mixing attain neutral
buoyancy, describe the evolution
during this time of convection

(a) if the surface air is completely dry.

(b) if the surface air is saturated.

You may assume the dry/wet
adiabatic lapse rate is
10Kkm™/7Kkm™, respectively.

. For a perfect gas undergoing changes

dT in temperature and dV in specific
volume, the change ds in specific
entropy, s, is given by

Tds=c,dT+pdV.

(a) Hence, for unsaturated air, show
that potential temperature ¢

(3
14

is a measure of specific entropy;
specifically, that

§ = ¢pIn 6 + constant,

where ¢, and ¢, are specific heats at
constant volume and constant
pressure, respectively.

(b) Show that if the environmental
lapse rate is dry adiabatic
(Eq. 4-14), it has constant potential
temperature.

. Investigate under what conditions we

may approximate Cp%dq by d (Lg/c,T)
in the derivation of Eq. 4-30. Is this

a good approximation in typical
atmospheric conditions?

. Assume the atmosphere is in

hydrostatic balance and isothermal
with temperature 280 K. Determine the
potential temperature at altitudes of
5km, 10 km, and 20 km above the
surface. If an air parcel was moved
adiabatically from 10 km to 5 km, what
would its temperature be on arrival?

. Somewhere (in a galaxy far, far away)

there is a planet whose atmosphere is
just like that of the Earth in all respects
but one—it contains no moisture. The
planet’s troposphere is maintained by
convection to be neutrally stable to
vertical displacements. Its stratosphere
is in radiative equilibrium, at a
uniform temperature of —80°C, and
temperature is continuous across the
tropopause. If the surface pressure is
1000 mbar, and equatorial surface
temperature is 32°C, what is the
pressure at the equatorial tropopause?

. Compare the dry-adiabatic lapse rate

on Jupiter with that of Earth, given
that the gravitational acceleration on
Jupiter is 26 m s=2 and its atmosphere
is composed almost entirely of
hydrogen and therefore has a different
value of ¢,.
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10. In Section 3.3 we showed that the
pressure of an isothermal atmosphere
varies exponentially with height.
Consider now an atmosphere with

uniform potential temperature. Find how

pressure varies with height, and show
in particular that such an atmosphere
has a discrete top (where p — 0) at
altitude RT,/ (xg), where R, k, and

g have their usual meanings, and T, is
the temperature at 1000 mbar pressure.

11. Consider the convective circulation
shown in Fig. 4.29. Air rises in the
center of the system; condensation
occurs at altitude zg = 1km
(pp = 880 mbar), and the convective
cell (cloud is shown by the shading)
extends up to zr = 9km
(pr = 330 mbar), at which point the air
diverges and descends adiabatically in
the downdraft region. The tempera-
ture at the condensation level, Tj, is
20°C. Assume no entrainment and that
all condensate falls out immediately as
rain.

(a) Determine the specific humidity at
an altitude of 3 km within the

cloud.
Zr P Lo ;
zg TWB !

FIGURE 4.29. Air rises in the center of a convective
cell with speed wp at cloud base. Cloud is represented
by shading; condensation occurs at altitude zp and
extends up to zr, at which point the air diverges and
descends adiabatically in the downdraft region.

(b) The upward flux of air, per unit
horizontal area, through the cloud
at any level z is w(z)p(z), where p is
the density of dry air and w the
vertical velocity. Mass balance
requires that this flux be
independent of height within the
cloud. Consider the net upward
flux of water vapor within the
cloud, and hence show that the
rainfall rate below the cloud (in
units of mass per unit area per unit
time) is wppp (9.8 — g.7), Where the
subscripts B and “T”" denote the
values at cloud base and cloud top,
respectively. If wg = 5cms™!, and
pp = 1.0kg m=3, determine the
rainfall rate in cm per day.

12. Observations show that, over the
Sahara, air continuously subsides
(hence the Saharan climate). Consider
an air parcel subsiding in this region,
where the environmental temperature
T, decreases with altitude at the
constant rate of 7 Kkm™".

(a) Suppose the air parcel leaves
height z with the environmental
temperature. Assuming the
displacement to be adiabatic, show
that, after a time 6t, the parcel is
warmer than its environment by an
amount wA,6t, where w is the
subsidence velocity and

A, = @ + § ’
dz ¢
where ¢, is the specific heat at
constant pressure.

(b) Suppose now that the displace-
ment is not adiabatic, but that the
parcel cools radiatively at such a
rate that its temperature is always
the same as its environment (so the
circulation is in equilibrium). Show
that the radiative rate of energy
loss per unit volume must be
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pc,wA,, and hence that the net
radiative loss to space per unit
horizontal area must be

o CP Ps
pCyWA, dz = — J wA, dp,
0 8 Jo

where p; is surface pressure and p
is the air density.

(c) Radiative measurements show
that, over the Sahara, energy
is being lost to space at a
net, annually-averaged rate
of 20 W m~2. Estimate the
vertically-averaged (and
annually-averaged) subsidence
velocity.
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In previous chapters we considered those
processes that play a role in setting the
vertical distribution of atmospheric proper-
ties. Here we discuss how these properties
vary horizontally, on the global scale. We
shall see that geometrical effects play a
major role in setting the observed horizon-
tal distribution. The spherical Earth inter-
cepts an essentially parallel beam of solar
radiation, and so the incoming flux per unit
surface area is greater at the equator than at
the poles. An obvious and important conse-
quence is that the atmosphere in the equato-
rial belt is warmer (and hence more moist)

than the atmosphere over the polar caps.
As we will discuss in this and subsequent
chapters, these horizontal temperature gra-
dients induce horizontal pressure gradients
and hence motions, as sketched in Fig. 5.1.
The resulting atmospheric wind patterns
(along with ocean currents) act to transport
heat from the warm tropics to the cool high
latitudes, thereby playing a major role in
climate.

In this chapter then we will describe
the observed climatology’ of atmospheric
temperature, pressure, humidity, and
wind.

'Here “climatology’” implies some appropriate long-term average, such as the annual mean or seasonal mean, averaged
over many years. In many of the figures shown here, the data are also averaged over longitude.
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Pole

high pressure

Equator

warm

high pressure

FIGURE 5.1. The atmosphere is warmer in the
equatorial belt than over the polar caps. These hor-
izontal temperature gradients induce, by hydrostatic
balance, a horizontal pressure gradient force “P” that
drive rings of air poleward. Conservation of angular
momentum induces the rings to accelerate eastwards
until Coriolis forces acting on them, “C,” are suffi-
cient to balance the pressure gradient force “P,” as
discussed in Chapters 6 and 7.

5.1. RADIATIVE FORCING AND
TEMPERATURE

5.1.1. Incoming radiation

Annual mean

The latitudinal distribution of incoming
solar radiation at the top of the atmosphere
in the annual mean and at solstice is shown
in Fig. 5.2. Its distribution is a consequence
of the spherical geometry of the Earth and
the tilt of the spin axis, depicted in Fig. 5.3.
If the Earth’s axis did not tilt with respect
to the orbital plane, the average incident
flux would maximize at a value of Sy =
So/m =435Wm™2 at the equator, and fall
monotonically to zero at the poles. Because
of the tilt, however, the poles do receive solar
radiation during the summer half-year, and
therefore the annual mean equator-to-pole
difference is reduced, as Fig. 5.2 makes clear.

600
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FIGURE 5.2. Distribution of annual mean and sol-
stice (see Fig. 5.4) incoming solar radiation. The slight
dip in the distribution at, for example, the winter
solstice (December 21st) in the southern hemisphere
corresponds to the edge of the polar day.

summer
pole

—
solar
flux 2
—_—
subsolar winter
point pole

FIGURE 5.3. At the present time in history, the
Earth’s axis tilts at 23.5° and points towards the North
Star. We sketch the incoming solar radiation at summer
solstice when the Earth is tilted toward the Sun.

Seasonal

The daily averaged radiation received
at any point on Earth varies through the
year for two reasons. First, as illustrated in
Fig. 5.4, the Earth’s orbit around the Sun
is not circular; the Earth is closest to the
Sun—and the solar flux incident at the top of
the atmosphere therefore maximizes—just
after northern winter solstice. However,
the variation of the Earth-Sun distance is
less than + 2%; although the corresponding
variation in solar flux is not negligible, its
contribution to the annual variation of the
local solar flux per unit area at any given
latitude is much less than that arising from
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September 22

Equinox
March 20

Equinox

O
e

FIGURE 5.4. Earth describes an elliptical orbit around the Sun, greatly exaggerated in the figure. The longest
(shortest) day occurs at the summer (winter) solstice when the Earth’s spin axis points toward (away from) the Sun.
The Earth is farthest from (closest to) the Sun at aphelion (perihelion). The seasons are labelled for the northern

hemisphere.

the tilt of the rotation axis. At the present
time in Earth history, the spin axis tilts from
the vertical by 23.5°, the north pole pointing
almost toward the North Star. At northern
summer solstice, the north pole is tipped
in the direction of the Sun, and the north-
ern hemisphere has the longest day of the
year. Conversely, at the northern winter sol-
stice the north pole is tipped away from the
Sun, and the northern hemisphere has the
shortest day. At the equinoxes, daytime and
nighttime are of equal length.

At solstice there is no incoming radiation
at the winter pole (nor anywhere within
“polar night”), but there is Sunlight 24
hours a day at the summer pole. It is for this
reason that the incoming radiation actually
maximizes (slightly) at the summer pole,
when averaged over 24 hrs, as shown in
Fig. 5.2. Nevertheless, the absorbed radia-
tion at the summer pole is low because of
the high albedo of snow and ice.

Before going on, we should emphasize
that the Earth’s tilt and its orbit around the
Sun are not constant but change on very long
time scales (of order 10*~10° yr) in what are
known as Milankovitch cycles. These changes
are thought to play a role in climate change
on very long time scales and, perhaps, in

pacing glacial-interglacial cycles, as will be
discussed in Section 12.3.5.

5.1.2. Outgoing radiation

The net radiative budget of the Earth-
atmosphere system, averaged over the year,
is shown in Fig. 5.5. The absorbed solar
radiation (incoming minus reflected) has a
strong maximum in the tropics, where it is

Irradiance (W/m2)
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FIGURE 5.5. Annual mean absorbed solar radiation,
emitted long-wave radiation, and net radiation, the
sum of the two. The slight dip in emitted long-wave
radiation at the equator is due to radiation from the
(cold) tops of deep convecting clouds, as can be seen in
Fig. 4.26.
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about six times larger than at the poles. The
latitudinal variation of emitted long-wave
radiation, however, is much less, implying
that the actual pole-to-equator temperature
difference is smaller than it would be if the
atmosphere was in thermodynamic balance
at each latitude, column by column. Aver-
aged over the year, there is a net surplus of
incoming radiation in the tropics and a net
deficit at high latitudes. Since local energy
balance must be satisfied, Fig. 5.5 implies
that there must be a transport of energy
from low to high latitudes to maintain equi-
librium (see Problem 1 at the end of this
chapter).

5.1.3. The energy balance of the
atmosphere

The required transport is quantified
and plotted in Fig. 5.6 based on satellite

g

-4

Northward energy transport (PW)
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20°s 60°S 30°8 o° 30°N 60°N 90°N
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FIGURE 5.6. The northward energy transport
deduced by top of the atmosphere measurements of
incoming and outgoing solar and terrestrial radia-
tion from the ERBE satellite. The units are in PW =
10°W (see Trenberth and Caron, 2001). This curve
is deduced by integrating the “net radiation” plotted
in Fig. 5.5 meridionally. See Chapter 11 for a more
detailed discussion.

measurements of incoming and outgoing
solar and terrestrial radiation at the top
of the atmosphere (see Section 11.5). In
each hemisphere, the implied flux of
energy is around 6 x 10 W = 6PW.2 As
will be discussed in the following chapters
(particularly Chapters 8 and 11), the trans-
port is achieved by fluid motions, especially
in the atmosphere, but with the ocean also
making a significant contribution.

5.1.4. Meridional structure of
temperature

Troposphere

The observed structure of annual-mean
temperature T (where the overbar implies
zonal average®) and potential temperature

6 in the troposphere and lower stratosphere
are shown in Figs. 5.7 and 5.8 respectively.
Temperature decreases upward and (gen-
erally) poleward in the troposphere. The
annual average surface temperature is
below 0°C poleward of about 60° latitude,
and reaches a maximum of 27°C just north
of the equator. The annual-mean pole-to-
equator temperature difference over the
troposphere is typically 40°C.

As can be seen in Fig. 5.8, surfaces of con-
stant potential temperature, often referred
to as isentropic (constant § implies constant
entropy; see Problem 5 of Chapter 4) sur-
faces, slope upward toward the pole in the
troposphere. Moreover 6 (unlike T) always
increases with height, reflecting the stability
of the atmosphere to dry processes dis-
cussed in Section 4.3.2. The closely spaced
contours aloft mark the stratosphere, the
widely spaced contours below mark the tro-
posphere. The transition between the two,
the tropopause, is higher in the tropics than
over the pole.

1 PW (petawatt) = 1015 W.

5The zonal average of a quantity X is conventionally written X (with an overbar) where:

_ 1 (27
X(p,2) = e [ X(4,@,2) dA
0

(4, @) being (longitude, latitude).
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FIGURE 5.7. The zonally averaged annual-mean temperature in °C.

Figure 59 shows the annual mean
equivalent potential temperature, 6.,
defined by Eq. 4-30, and vividly displays
the effects of vigorous convection in the
tropics which remove vertical gradients
of 0,. This should be contrasted with the
large vertical gradients of dry potential
temperature, 6, seen in Fig. 5.8.

Stratosphere

The zonally averaged temperature is
again shown in Fig. 510 (plotted here
against height rather than pressure to
emphasize upper altitudes) for solstice
conditions. The features of the vertical tem-
perature structure discussed in Chapter 3
are even clearer in Fig. 5.10: the temperature
minima at the tropopause (at height
10-16km) and mesopause (near 80km),
and the maximum at the stratopause (near
50km). Note the latitudinal variation of
these features, especially the variation of
the tropopause, which is high and cold in
the tropics, and much lower and warmer
in high latitudes. In fact, there is something
like a discontinuity of the tropopause in
the subtropics (the “tropopause gap”),

which, as we will see in Chapter 8, is
associated with the presence of strong
winds in the jet stream. Air moving
between the troposphere and stratosphere
in a vertical direction (upward in the
tropics, downward in the extratropics)
does so very slowly, so that it has time to
adjust its potential temperature to ambi-
ent values in response to weak diabatic
processes. However, air can be exchanged
more rapidly across the tropopause gap,
since it can do so adiabatically by mov-
ing almost horizontally along isentropic
surfaces between the tropical upper tro-
posphere and the extratropical lower
stratosphere.

The latitudinal temperature variation
of the stratosphere is consistent with the
incoming radiation budget; its tempera-
ture is greatest at the summer pole, where
the averaged incoming radiation is most
intense. However, in the troposphere the
pole remains far colder than the tropics,
even in summer. The polar regions, after a
long cold winter, remain covered in highly
reflective ice and snow (which do not have
time to melt over the summer) and so
have a high albedo (typically around 60%,
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FIGURE 5.8. The zonally averaged potential temperature in (top) the annual mean, averaged over (middle)
December, January, and February (DJF), and (bottom) June, July, and August (JJA).
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Zonal-Average Moist Potential Temperature (K)
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FIGURE 5.9. The zonal average, annual mean equivalent potential temperature, 6., Eq. 4-30.
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FIGURE 5.10. The observed, longitudinally averaged temperature distribution (T) at northern summer solstice
from the surface to a height of 100 km (after Houghton, 1986). Altitudes at which the vertical T gradient vanishes
are marked by the dotted lines and correspond to the demarcations shown on the T(z) profile in Fig. 3.1. The —60°C
isopleth is thick. Note the vertical scale is in km compared to Fig. 5.7, which is in pressure. To convert between

them, use Eq. 3-8.

compared to the global average of about
30%; cf. Fig. 2.5 and Table 2.2). Thus the
solar radiation absorbed at the surface is
substantially lower at the poles than in the
tropics, even in summer.

5.2. PRESSURE AND
GEOPOTENTIAL HEIGHT

We have seen that it is warmer in the
tropics than at higher latitudes. We will now
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describe how, through hydrostatic balance,
this warmth leads to expansion of tropical
air columns relative to polar air columns
and hence meridional pressure gradients. It
is these pressure gradients that induce fluid
accelerations and hence winds.

It is customary in meteorology to use
pressure rather than height as the pri-
mary vertical coordinate. Some conceptual
reasons will become clear in Chapter 6.
Since, in hydrostatic balance, pressure is
directly related to the overlying mass bur-
den, pressure is actually a mass coordinate.
In observations it is simpler to measure
pressure in situ than height, so there are
practical advantages also.*

With p as a vertical coordinate, height z
becomes a dependent variable, so we now
speak of z(p)—the height of a pressure
surface—rather than p(z). In principle, this
is a trivial change: we can easily take a plot
of p(z), such as Fig. 3.6, and lay it on its side
to give us z(p). From Eq. 3-5 we may then
write:

oz _ RT (5-1)
o g’
or, noting that pa% = al‘zp,
0z RT
= —_-— = —H,
dolnp g

where H is the vertical scale height, Eq. 3-9.
For an isothermal atmosphere (with con-
stant scale height), z varies as Inp, which of
course is just another way of saying that p
varies exponentially with z (see Egs. 3-7 and
3-8). By integrating Eq. 5-1 vertically, we see
that the height of a given pressure surface

is dependent on the average temperature
below that surface and the surface pressure,
ps, thus:

Ps

2(p) = RJ Tdp,

p &8P
where we have set z(p;) = 0. The geopotential
height of the surface is defined by Eq. 5-2,
but with ¢ replaced by its (constant) sur-
face value. In Chapter 1 we noted that
g varies very little over the depth of the
lower atmosphere and so, for most meteo-
rological purposes, the difference between
actual height and geopotential height is
negligible. In the mesosphere, however, at
heights above 100km, the difference may
become significant (see, e.g., Problem 6 in
Chapter 3).

Note that, as sketched in Fig. 5.11, low
height of a pressure surface corresponds to
low pressure on a z surface.

The height of the 500mbar surface
(January monthly average) is plotted in
Fig. 5.12. It has an average height of 5.5 km,
as we deduced in Section 3.3, but is higher
in the tropics (5.88km) than over the pole
(4.98km), sloping down from equator to
pole by about 900 m.

The zonally averaged geopotential
height is plotted in Fig. 5.13 as a func-
tion of pressure and latitude for mean
annual conditions. Note that the difference
z(p,p) — (z) (p) is plotted where (z) (p) is the
horizontal average at pressure level p.
Except near the surface, pressure surfaces
are generally high in the tropics and low at
high latitudes, especially in winter. Since
surface pressure does not vary much (a few
tens of mbar at most), the height of a given

(5-2)

Evangelista Torricelli (1608—1647) was the first person to create a sustained vacuum.
He discovered the principle of the barometer which led to the development of the first
instrument to measure pressure.
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LOW

FIGURE 5.11. The geometry of pressure surfaces (surfaces of constants p1, p2 , p3, pa, where p1 > pp > p3 > ps) in
the vicinity of a horizontal pressure minimum.
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FIGURE 5.12. The mean height of the 500 mbar surface in January, 2003 (monthly mean). The contour interval
is 6 decameters = 60 m. The surface is 5.88 km high in the tropics and 4.98 km high over the pole. Latitude circles
are marked every 10°, longitude every 30°.
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FIGURE 5.13. Zonal-mean geopotential height (m) for annual mean conditions. Values are departures from a

horizontally uniform reference profile.

pressure surface is proportional to the mean
temperature between that pressure surface
and the ground. So where temperatures
are cold (warm), air columns contract
(expand) and geopotential heights are low
(high).

We can estimate the expected tilt of a
pressure surface as follows. For an atmo-
sphere in which T varies in the horizontal
but is vertically isothermal, the difference in

the height of an isobaric surface, p, between
warm

warm and cold latitudes, Az7[7", is, using
Eq. 3-8,
RATwarm p
Azvam = —<ad (-) (5-3)
8 p

where p; is the pressure at the surface. If
AT = 40°C in the climatology, inserting
numbers into the above, we find that the
500 mbar surface drops by Az (7" = 811m,
as is evident in Figs. 5.12 and 5.13.

Finally, it is useful to define the thick-
ness of an atmospheric layer, sandwiched
between two pressure surfaces, such as p;

and p, in Fig. 5.14. From Eq. 5-2 we have:

Pr T d
ZZ_ZIIRJ I_p; (5'4)

ngp

which depends on T averaged over the
layer. Atmospheric layers are “thick” in
tropical regions, because they are warm,
and “thin” in polar regions, because they
are cold, leading to the large-scale slope of
pressure surfaces seen in Fig. 5.12. More-
over, if tropical columns are warmer than
polar columns at all levels, then the tilt of
the pressure surfaces must increase with
height, as sketched in Fig. 5.14 and seen
in the observations, Fig. 5.13. We will see
the importance of this fact when we dis-
cuss the distribution of atmospheric winds
in Chapter 7.

5.3. MOISTURE

As discussed in Sections 1.3.2 and 4.5,
the moisture distribution in the atmosphere
is strongly controlled by the temperature
distribution; the atmosphere is moist near
the surface in the tropics where it is very
warm and drier aloft and in polar latitudes
where it is cold. As shown in Fig. 5.15,
the specific humidity, defined in Eq. 4-23,
reaches a maximum (of around 18 g kg_l) at
the surface near the equator and decreases
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FIGURE 5.14. Warm columns of air expand, cold
columns contract, leading to a tilt of pressure sur-
faces, a tilt which typically increases with height in
the troposphere. In Section 7.3, we will see that the
corresponding winds are out of the paper, as marked
by @ in the figure.

to much lower values (around 1-2gkg™)
near the poles. At upper levels there is very
little water vapor. This broad pattern can be
understood by noting the striking correla-
tion between ¢ (Fig. 5.15) and T (Fig. 5.7).
Air colder than 0°C can hold very little
water vapor (see Fig. 1.5 and discussions in
Sections 1.3 and 4.5).

The control by temperature of the
specific humidity distribution can be seen
more directly by comparing Fig. 5.15 with
Fig. 5.16, which shows g., the specific
humidity at saturation given by Eq. 4-24
with e; given by Eq. 1-4. We see that g has
the same spatial form as g, but never reaches
saturation even at the surface. As discussed
in Section 4.5, U, the relative humidity defined
in Eq. 4-25, is the ratio of g in Fig. 5.15 to g.
in Fig. 5.16. Zonal mean relative humidity,
shown in Fig. 5.17, is (on average) 70-80%
everywhere near the ground. The reason for
the decrease of relative humidity with alti-
tude is a little more subtle. Vertical transport
of water vapor is effected mostly by convec-
tion, which (as we have seen) lifts the air
to saturation. It may therefore seem odd
that even the relative humidity decreases
significantly with height through the tropo-
sphere. To understand this, we need to think
about the entire circulation of a convective
system, and not just the updraft. Consider
Fig. 5.18.

The updraft in a convective cloud—the
part considered in the parcel stability argu-
ment of Section 4.5.2—is rather narrow. Of
course, the air must return and does so

Zonal-Average Specific Humidity (g/kg)
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FIGURE 5.15. Zonally averaged specific humidity ¢, Eq. 4-23, in gkg™' under annual mean conditions. Note
that almost all the water vapor in the atmosphere is found where T > 0°C (see Fig. 5.7).
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Zonal-Average Saturated Specific Humidity (g/kg)
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FIGURE 5.16. Zonally averaged saturated specific humidity, g., in gkg™, for annual-mean conditions.
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FIGURE 5.17. Zonal mean relative humidity (%), Eq. 4-25, under annual mean conditions. Note that data are
not plotted above 300 mbar, where 4 is so small that it is difficult to measure accurately by routine measurements.

in a broad downdraft. Now, within the
updraft, the air becomes saturated (whence
the cloud) and will frequently produce pre-
cipitation: the excess water will rain out.
Therefore, even though the air is saturated
within the cloud, by the time the air flows
out from the top of the cloud, it has lost
most of its water (since the cloud top is at
much lower temperature than the ground,

and hence its saturation specific humidity is
very low). As this air descends and warms
within the downdraft, it conserves its spe-
cific humidity. Since, once it has warmed,
the saturation specific humidity at the air
temperature has increased, the air becomes
very dry in the sense that its relative humid-
ity is very low. Hence, even though the air
is saturated within the updraft, the average
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dry outflow
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FIGURE 5.18. Drying due to convection. Within the updraft, air becomes saturated and excess water is rained
out. The descending air is very dry. Because the region of ascent is rather narrow and the descent broad, convection

acts as a drying agent for the atmosphere as a whole.

(at a fixed height) over the system as a
whole is low. Convection, by lifting air to
saturation and thus causing precipitation of
the air’s water, acts as a drying agent for
the atmosphere. This can be vividly seen
in the satellite mosaic of the water vapor
distribution over the globe between heights
of 6-10km shown in Fig. 3 of the Pref-
ace. The regions of relatively dry descent
(dark regions) on either side of the equato-
rial moist band (light), mark the latitude of
the deserts. (These issues will be discussed
further in Chapter 8.)

5.4. WINDS

We saw in Section 5.2 that because of the
pole-equator temperature gradient, isobaric
surfaces slope down from equator to pole,
inducing a horizontal pressure gradient at
upper levels. There is thus a pressure gradi-
ent force aloft, directed from high pressure
to low pressure, which is from warm lati-
tudes to cold latitudes, as seen in Fig. 5.1.
We might expectair to move down this pres-
sure gradient. Hadley’ suggested one giant

pole

equator

FIGURE 5.19. The circulation envisaged by Hadley
(1735) comprising one giant meridional cell stretching
from equator to pole. Regions where Hadley hypothe-
sized westerly (W) and easterly (E) winds are marked.

meridional cell with rising motion in the
tropics and descending motion at the pole,
as sketched schematically in Fig. 5.19. One
might expect rings of air circling the globe
to be driven poleward by pressure gradi-
ent forces. As they contract, conserving the
angular momentum imparted to them by
the spinning Earth, westerly (W—E) winds
will be induced (see detailed discussion in
Section 8.2.1). At the poles Hadley imagined

°George Hadley (1685—1768). British meteorologist who was the first to recognize the relationship between the rotation
of the Earth and the atmospheric circulation (in particular, the trade winds). Hadley presented his theory in 1735. The
pattern of meridional circulation in tropical zones, called the Hadley circulation (or a Hadley cell—see Fig. 5.19) is named

after him.



74 5. THE MERIDIONAL STRUCTURE OF THE ATMOSPHERE

that the rings would sink and then expand
outward as they flow equatorward below,
generating easterly winds, as marked on the
figure.

As attractive as this simple circulation
may seem, we shall see that this pic-
ture of a single meridional cell extending
from equator to pole is not in accord with
observations.

5.4.1. Distribution of winds

Wind velocity is, of course, a vector with
components u = (4,v,w) in the eastward,
northward, and upward directions. The ver-
tical component is, except in the most vio-
lent disturbances, very much smaller than
the horizontal components (a consequence,
among other things, of the thinness of the
atmosphere), so much so that it cannot
usually be directly measured but must be
inferred from other measurements.

Mean zonal winds

The typical distribution of zonal-mean
zonal wind, 1, in the annual mean and
at the solstices (December, January, Febru-
ary [DJF]; and June, July, August [JJA]) is
shown in Fig. 5.20. Except close to the equa-
tor, the zonal-mean winds are eastward
(i.e., in meteorological parlance, westerly)
almost everywhere. The stronger winds are
found at the core of the subtropical jets, the
strongest of which is located near 30° lati-
tude in the winter hemisphere at 200 mbar,
at a height of about 10km with, on aver-
age, a speed® of around 30ms~!. A weaker
jet of about 20ms~! is located near 45°

in the summer hemisphere. The easterlies
observed in the tropics are much weaker,
especially in northern winter.

Note that the winds are much weaker
near the ground, but show the same pattern;
westerlies are poleward of about 30°and
easterlies equatorward thereof. The low-
level easterlies (which, as we shall see,
are actually north-easterlies in the north-
ern hemisphere and south-easterlies in the
southern hemisphere) are known as the
“trade winds”’, a term that comes from
the days of sailing ships when, together
with the westerlies and south-westerlies of
higher latitudes, these winds allowed ships
to complete a circuit of the North Atlantic
and thus to trade easily between Europe and
North America.” We shall see later, in
Chapter 10, that this pattern of surface
winds and the attendant stress is a primary
driver of ocean circulation.

Mean meridional circulation

Figure 5.21 shows the zonal-mean circu-
lation of the atmosphere in the meridional
plane, known as the meridional overturn-
ing circulation, whose sense is marked by
the arrows. Note the strong seasonal depen-
dence. In DJF air rises just south of the
equator and sinks in the subtropics of the
northern hemisphere, around 30° N. (Con-
versely, in JJA air rises just north of the
equator and sinks in the subtropics of the
southern hemisphere.) We thus see strong
upward motion on the summer side of the
equator, where the warm surface triggers
convection and rising motion, and strong
descent on the winter side of the equa-
tor. In the annual mean we thus see two

°As we shall see, the jet actually wiggles around, both in longitude and in time, and so is smoothed out in the averaging

process. Typical local, instantaneous maximum speeds are closer to 50ms™".
Matthew Fountaine Maury (1806—1873). U.S. Naval officer and oceanographer, the founder of
the U.S. Naval Observatory, inventor of a torpedo, and pioneer of wind and current charts.
Maury was the first to systematically study and map ocean currents and marine winds and
recommend routes for sea clippers to take advantage of winds and currents.

-1
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Zonal-Average, Zonal-Wind (m/s)
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FIGURE 5.20. Meridional cross-section of zonal-average zonal wind (ms~!) under annual mean conditions
(top), DJF (December, January, February ) (middle) and JJA (June, July, August) (bottom) conditions.
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Meridional Overturning Circulation (10° kg/s)
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FIGURE 5.21. The meridional overturning streamfunction y of the atmosphere in annual mean, DJF, and JJA
conditions. [The meridional velocities are related to y by v = — (pa cos o) Lay/oz; w= ( pa? cos (p)_l 0y/0¢.] Units
are in 10? kg s~!, or Sverdrups, as discussed in Section 11.5.2. Flow circulates around positive (negative) centers in a
clockwise (anticlockwise) sense. Thus in the annual mean, air rises just north of the equator and sinks around +30°.
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(weaker) cells, more or less symmetrically
arranged about the equator, one branching
north and the other south. Not surprisingly,
the regions of mean upward motion coin-
cide with the wet regions of the tropics,
as evident, for example, in the presence
of cold cloud tops in the OLR distribution
shown in Fig. 4.26. In contrast, descending
regions are very dry and cloud-free. The lat-
ter region is the desert belt and is also where
the trade inversion discussed in the context
of Fig. 4.16b is found.

This vertical motion is accompanied by
meridional flow. Except in the tropics,
mean northward winds are weak (< 1ms™!)
everywhere. In the tropical upper tropo-
sphere (near 200 mbar, between about 20°
N and 20° S) we observe winds directed
toward the winter hemisphere at speeds of
up to 3ms~L. There is a return flow in the
lower troposphere that is somewhat weaker,
and which is directed mostly toward the
summer hemisphere. Thus the “easterlies”
we deduced from Fig. 5.20 are in fact north-
easterlies, north of the equator in northern
winter, and south-easterlies, south of the
equator in southern winter. These are the
trade winds mentioned earlier.

The overturning circulation of the
tropical atmosphere evident in Fig. 5.21 is
known as the Hadley cell; we will consider
its dynamics in Chapter 8. The (much)
weaker reverse cells in middle latitudes of
each hemisphere are known as Ferrel cells,
after William Ferrel (1817-1891), an Amer-
ican meteorologist who developed early
theories of the atmospheric circulation.

Eddies and waves

Finally, in case the typical, zonally-
averaged, cross sections presented here give
the impression that the atmosphere actually

looks like this at any given time, note that,
in reality, the atmospheric structure is vari-
able in time and three-dimensional. This
is evident on any weather map (and from
the fact that we need weather forecasts
at all). A typical instantaneous 500 mbar
geopotential height analysis is shown in
Fig. 5.22 and should be compared to the
(much smoother) monthly average shown
in Fig. 5.12. Although the general features
of the meridional structure are evident (in
particular, the decrease of height of the pres-
sure surface from low to high latitude) there
are also many localized highs and lows in
the instantaneous structure that, as we shall
see, are indicative of the presence of eddies
in the flow.® The atmosphere, especially
in the extratropics, is full of eddying winds.
Aswill be discussed in Chapter 8, the eddies
are the key agency of meridional heat and
moisture transport in the middle to high
latitudes.

In summary, in this chapter we have
discussed how warming of the tropical
atmosphere and cooling over the poles
leads, through hydrostatic balance, to a
large-scale slope of the pressure surfaces
and hence pressure gradient forces directed
from equator to pole. It turns out that, as
we go on to discuss in detail in Chap-
ters 7 and 8, this pressure gradient force
is balanced on the large-scale by Coriolis
forces acting on the winds because of the
Earth’s rotation. In fact the temperature,
pressure, and wind fields shown in this
chapter are not independent of one another
but are intimately connected through basic
laws of physics. To take our discussion fur-
ther and make it quantitative, we must next
develop some of the underlying theory of
atmospheric dynamics. This is interesting
in itself because it involves applying the

were first established.

Vilhelm Bjerknes (1862—1951), Norwegian meteorologist. His father, Carl, was a professor of hydro-
dynamics, while his son, Jacob became a famous meteorologist in his own right (see Chapter 12).
With Jacob, he created an early network of meteorological observations. Bjerknes was the founder of
the ““Bergen school”’, where the now-familiar synoptic concepts of cyclones, fronts, and air masses
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FIGURE 5.22. Typical 500 mbar height analysis: the height of the 500 mbar surface (in decameters) at 12 GMT
on June 21, 2003. The contour interval is 6 decameters = 60 m. The minimum height is 516 decameters and occurs

in the intense lows over the pole.

laws of mechanics and thermodynamics to
a fluid on a rotating Earth; thinking about
the importance, or otherwise, of rotation
on the fluid motion; and contemplating the
motion from different frames of reference,
that of the rotating Earth itself and that of an
inertial observer out in space looking back
on the Earth.

5.5. FURTHER READING

A comprehensive survey of the observed
climatological state of the atmosphere is

given in Chapter 7 of Peixoto and Oort
(1992).

5.6. PROBLEMS

1. Figure 5.5 shows the net incoming
solar and outgoing long-wave irra-
diance at the top of the atmosphere.
Note that there is a net gain of
radiation in low latitudes and a net
loss in high latitudes. By inspection
of the figure, estimate the magnitude
of the poleward energy flux that must
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be carried by the atmosphere-ocean
system across the 30° latitude circle, to
achieve a steady state.

. Suppose that the Earth’s rotation axis
were normal to the Earth-Sun line. The
solar flux, measured per unit area in

a plane normal to the Earth-Sun line, is
So. By considering the solar flux
incident on a latitude belt bounded by
latitudes (¢, ¢ + dg), show that F, the
24-hr average of solar flux per unit area
of the Earth’s surface, varies with
latitude as

F = —OCOS(p.
V4

(a) Using this result, suppose that the
atmosphere is completely trans-
parent to solar radiation, but
opaque to infrared radiation such
that, separately at each latitude, the
radiation budget can be repre-
sented by the “’single slab’”” model
shown in Fig. 2.7. Determine how
surface temperature varies with
latitude.

(b) Calculate the surface temperature
at the equator, 30°, and 60° lati-
tude if Earth’s albedo is 30% and
So = 1367 W m™2. Compare your
result with observations shown

in Fig. 5.7.

. Use the hydrostatic relation and the
equation of state of an ideal gas to
show that the 1000-500 mbar
“thickness,” Az = z(500 mbar) —
z(1000 mbar) is related to the mean
temperature (T) of the 1000-500 mbar
layer by

nz=D 5,
8

where

_JTdnp

M=

where the integrals are from 500 mbar
to 1000 mbar. (Note that
1000 mbar = 1000 hPa = 10° Pa).

(a) Compute the thickness of the
surface to 500-mbar layer at
30° and 60° latitude, assuming that
the surface temperatures
computed in Problem 2b extend
uniformly up to 500 mbar.

Figures 7.4 and 7.25 (of Chapter 7)
show 500 mbar and surface
pressure analyses for 12 GMT on
June 21, 2003. Calculate (T) for the
1000-mbar to 500-mbar layer at the
center of the 500-mbar trough at
50°N, 120°W, and at the center of
the ridge at 40°N, 90°W. [N.B. You
will need to convert from surface
pressure, ps, to height of the

1000 hPa surface, z10q9; to do so use
the (approximate) formula

Z1000 = 10 (Ps - 1000) ,

where z1ggp is in meters and p; is in
hPa.]

Is (T') greater in the ridge or the
trough? Comment on and
physically interpret your result.

4. Use the expression for saturated

specific humidity, Eq. 4-24, and the
empirical relation for saturated vapor
pressure es(T), Eq. 1-4 (where A =
6.11 mbar, p = 0.067°C~!, and T is in
°C), to compute from the graph of
T(p) in the tropical belt shown in

Fig. 4.9, vertical profiles of saturated
specific humidity, 4*(p). You will need
to look up values of R and R, from
Chapter 1.

Compare your g* profiles with ob-
served profiles of g in the tropics
shown in Fig. 5.15. Comment?
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To proceed further with our discussion of
the circulation of the atmosphere, and later
the ocean, we must develop some of the
underlying theory governing the motion of a
fluid on the spinning Earth. A differentially
heated, stratified fluid on a rotating planet
cannot move in arbitrary paths. Indeed,
there are strong constraints on its motion
imparted by the angular momentum of the
spinning Earth. These constraints are pro-
foundly important in shaping the pattern of
atmosphere and ocean circulation and their

Equation of motion for a nonrotating fluid

81

Integration, boundary conditions, and restrictions in application

Transformation into rotating coordinates
GFD Labs IV and V: Experiments with Coriolis forces on a parabolic rotating table

GFD Lab VI: An experiment on the Earth’s rotation

ability to transport properties around the
globe. The laws governing the evolution
of both fluids are the same and so our
theoretical discussion will not be specific to
either atmosphere or ocean, but can and will
be applied to both. Because the properties
of rotating fluids are often counterintuitive
and sometimes difficult to grasp, along-
side our theoretical development we will
describe and carry out laboratory experi-
ments with a tank of water on a rotating
table (Fig. 6.1). Many of the laboratory
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FIGURE 6.1.

Throughout our text, running in parallel with a theoretical development of the subject, we study

the constraints on a differentially heated, stratified fluid on a rotating planet (left), by using laboratory analogues
to illustrate the fundamental processes at work (right). A complete list of the laboratory experiments can be found

in Appendix A 4.

experiments we use are simplified versions
of “classics” of geophysical fluid dynamics.
They are listed in Appendix A.4. Further-
more we have chosen relatively simple
experiments that, in the main, do not require
sophisticated apparatus. We encourage you
to “have a go” or view the attendant movie
loops that record the experiments carried
out in preparation of our text.

We now begin a more formal devel-
opment of the equations that govern the
evolution of a fluid. A brief summary of
the associated mathematical concepts, def-
initions, and notation we employ can be
found in Appendix A.2.

6.1. DIFFERENTIATION
FOLLOWING THE MOTION

When we apply the laws of motion and
thermodynamics to a fluid to derive the
equations that govern its motion, we must
remember that these laws apply to material
elements of fluid that are usually mobile.
We must learn, therefore, how to express

the rate of change of a property of a fluid
element, following that element as it moves
along, rather than at a fixed point in space.
It is useful to consider the following simple
example.

Consider again the situation sketched in
Fig. 4.13 in which a wind blows over a
hill. The hill produces a pattern of waves
in its lee. If the air is sufficiently saturated
in water vapor, the vapor often condenses
out to form a cloud at the “ridges” of the
waves as described in Section 4.4 and seen
in Figs. 4.14 and 4.15.

Let us suppose that a steady state is set up
so the pattern of cloud does not change in
time. If C = C(x,y, z, t) is the cloud amount,
where (x,y) are horizontal coordinates, z is
the vertical coordinate, and t is time, then

oC ~0
ot ) fixed point -
in space
in which we keep at a fixed point in space,

butatwhich, because the air is moving, there
are constantly changing fluid parcels. The
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derivative ( g >
t / fixed point
derivative after Euler.!
But C is not constant following along a par-
ticular parcel; as the parcel moves upwards
into the ridges of the wave, it cools, water
condenses out, a cloud forms, and so C
increases (recall GFD Lab 1, Section 1.3.3);
as the parcel moves down into the troughs
it warms, the water goes back in to the
gaseous phase, the cloud disappears and C
decreases. Thus

oC
<E> fixed ;é 0/

particle

is called the Eulerian

even though the wave-pattern is fixed in
space and constant in time.

So, how do we mathematically express
““differentiation following the motion”? To
follow particles in a continuum, a special
type of differentiation is required. Arbitrar-
ily small variations of C(x,y, z, t), a function
of position and time, are given to the first
order by

oC oC aC oC
6C = —6bt+ —béx+ —dy + —6z,
ot ox oy 0z

where the partial derivatives d/dt etc. are
understood to imply that the other variables
are kept fixed during the differentiation. The
fluid velocity is the rate of change of position
of the fluid element, following that element
along. The variation of a property C following
an element of fluid is thus derived by setting
6x = ust, oy = vét, 6z = wst, where u is the
speed in the x-direction, v is the speed in

the y-direction, and w is the speed in the
z-direction, thus

oC oC oC oC
60) .. =l —+u—+v—+w— )4t
fixed d]/ 0z

particle

ot ox

where (u, v, w) is the velocity of the material
element, which by definition is the fluid
velocity. Dividing by 6t and in the limit of
small variations we see that

aC oC oC  oC oC

— = —=+tU—+0—+w—

ot ) fixed ot ox oy 0z
_DC
Dt’

particle

in which we use the symbol £ to identify
the rate of change following the motion
D o

d 0 0
=E—+Uu—+v—+w—=—+uV.
Dt ot ox oy 0z t

(6-1)

Here u = (u, v, w) is the velocity vector, and

V= (%, a%, %) is the gradient operator.
D/Dt is called the Lagrangian derivative
(after Lagrange; 1736-1813) (it is also called
variously the substantial, the total, or the
material derivative). Its physical meaning is
time rate of change of some characteristic of a
particular element of fluid (which in general is
changing its position). By contrast, as intro-
duced above, the Eulerian derivative o0/t
expresses the rate of change of some char-
acteristic at a fixed point in space (but with
constantly changing fluid element because
the fluid is moving).

Leonhard Euler (1707—1783). Euler made vast contributions to mathematics in the areas of
analytic geometry, trigonometry, calculus and number theory. He also studied continuum
mechanics, lunar theory, elasticity, acoustics, the wave theory of light, and hydraulics, and
laid the foundation of analytical mechanics. In the 1750s Euler published a number of major
works setting up the main formulas of fluid mechanics, the continuity equation, and the
Euler equations for the motion of an inviscid, incompressible fluid.
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Some writers use the symbol d/dt for
the Lagrangian derivative, but this is bet-
ter reserved for the ordinary derivative of
a function of one variable, the sense it is
usually used in mathematics. Thus for exam-
ple the rate of change of the radius of a rain
drop would be written dr/dt, with the iden-
tity of the drop understood to be fixed. In the
same context D/ Dt could refer to the motion
of individual particles of water circulating
within the drop itself. Another example is
the vertical velocity, defined as w = Dz/Dt;
if one sits in an air parcel and follows it
around, w is the rate at which one’s height
changes.?

The term u.V in Eq. 6-1 represents advec-
tion and is the mathematical representation
of the ability of a fluid to carry its proper-
ties with it as it moves. For example, the
effects of advection are evident to us every
day. In the northern hemisphere, southerly
winds (from the south) tend to be warm and
moist because the air carries with it prop-
erties typical of tropical latitudes; northerly

1 1 1
(x -3y —3dy,z+ ESZ) o~

winds tend to be cold and dry because they
advect properties typical of polar latitudes.

We will now use the Lagrangian deriva-
tive to help us apply the laws of mechanics
and thermodynamics to a fluid.

6.2. EQUATION OF MOTION FOR A
NONROTATING FLUID

The state of the atmosphere or ocean at
any time is defined by five key variables:

u=(uov,w);pandT,

(six if we include specific humidity in the
atmosphere, or salinity in the ocean). Note
that by using the equation of state, Eq. 1-1,
we can infer p from p and T. To “tie” these
variables down we need five independent
equations. They are:

1. the laws of motion applied to a fluid
parcel, yielding three independent

~

(x - %Sx, y+ %By, z— %Bz)

A
/

‘Lo

X (x - %BX, y— %ay, z— %SZ) <x + %SX, y— %By, z— %62)

FIGURE 6.2. An elementary fluid parcel, conveniently chosen to be a cube of sides 6x, 5y, 6z, centered on (x,y, z).
The parcel is moving with velocity u.

ZMeteorologists like working in pressure coordinates in which p is used as a vertical coordinate rather than z. In this
coordinate an equivalent definition of ““vertical velocity” is:
Dp
®= 70
the rate at which pressure changes as the air parcel moves around. Since pressure varies much more quickly in
the vertical than in the horizontal, this is still, for all practical purposes, a measure of vertical velocity, but expressed in
units of hPa s~1. Note also that upward motion has negative w.
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equations in each of the three
orthogonal directions

2. conservation of mass

3. the law of thermodynamics, a statement
of the thermodynamic state in which the
motion takes place.

These equations, five in all, together with
appropriate boundary conditions, are suffi-
cient to determine the evolution of the fluid.

6.2.1. Forces on a fluid parcel

We will now consider the forces on
an elementary fluid parcel, of infinitesimal
dimensions (éx, &y, é6z) in the three coor-
dinate directions, centered on (x,y,z) (see
Fig. 6.2).

Since the mass of the parcel is éM =
p 6x 8y 6z, then, when subjected to a net
force F, Newton’s Law of Motion for the
parcel is

ox 8y & Du _

p ox 6y bz =

where uis the parcel’s velocity. As discussed

earlier we must apply Eq. 6-2 to the same

material mass of fluid, which means we

must follow the same parcel around. There-

fore, the time derivative in Eq. 6-2 is the total

derivative, defined in Eq. 6-1, which in this
case is

F, (6-2)

.

1 1 1
(x — EBX, y — ESy, z+ 582) r—‘f

Du ou Ju ou ou
— = —+Uu—+0— +w—
Dt ot ox oy 0z

ou
E+(u-V)u.

Gravity

The effect of gravity acting on the parcelin
Fig. 6.2 is straightforward: the gravitational
forceis g M, and is directed downward,

Fgmvity = —8.02 ox 8y oz, (6-3)

where Z is the unit vector in the upward
direction and g is assumed constant.

Pressure gradient

Another force acting on a fluid par-
cel is the pressure force within the fluid.
Consider Fig. 6.3. On each face of our par-
cel there is a force (directed inward) acting
on the parcel equal to the pressure on that
face multiplied by the area of the face. On
face A, for example, the force is

F(A) = p(x - %x,y, z) 6y 6z,

directed in the positive x-direction. Note
that we have used the value of p at the
midpoint of the face, which is valid for small
8y, 6z. On face B, there is an x-directed force

1 1 1
(x = EBX, y+ an, ZE 582)

‘L

1 1 1
X (x — 50Xy~ 50y, Z 7582)

1 1 1
<x + EBX, y— Eﬁy, ZA= 582)

FIGURE 6.3. Pressure gradient forces acting on the fluid parcel. The pressure of the surrounding fluid applies a

force to the right on face A and to the left on face B.
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F(B) = —p(x + %x,y, z) 6y 6z,

which is negative (toward the left). Since
these are the only pressure forces acting in
the x-direction, the net x-component of the
pressure force is

FX= p(x_%/yrz)_p(x+ a?x,y,z):l 5y62

If we perform a Taylor expansion (see
Appendix A.2.1) about the midpoint of the
parcel, we have

5 5
px + ;,y,Z) =px,y,z)+ Al <%>

2 \ox
5x _ éx [ op
p(x—?y,Z)—p(x,y,Z) > <ax>’

where the pressure gradient is evaluated at
the midpoint of the parcel, and where we
have neglected the small terms of O(6x%)
and higher. Therefore the x-component of
the pressure force is

Ip
Fy = —— 6x 6y 6z.
R

It is straightforward to apply the same
procedure to the faces perpendicular to
the y- and z-directions, to show that these
components are

F, = _r bx 8y 6z,
%Y
F, = —g bx 8y 6z.

In total, therefore, the net pressure force is
given by the vector

Fpressure = (er Fyr Pz)

=—<%,%,a—p> ox oy 6z
ox' dy oz

= —Vp 6x &y éz. (6-4)
Note that the net force depends only on the
gradient of pressure, Vp; clearly, a uniform
pressure applied to all faces of the parcel
would not introduce any net force.

Friction

For typical atmospheric and oceanic
flows, frictional effects are negligible except
close to boundaries where the fluid rubs
over the Earth’s surface. The atmospheric
boundary layer—which is typically a few
hundred meters to 1 km or so deep—is
exceedingly complicated. For one thing, the
surface is not smooth; there are mountains,
trees, and other irregularities that increase
the exchange of momentum between the air
and the ground. (This is the main reason
why frictional effects are greater over land
than over ocean.) For another, the bound-
ary layer is usually turbulent, containing
many small-scale and often vigorous eddies;
these eddies can act somewhat like mobile
molecules and diffuse momentum more
effectively than molecular viscosity. The
same can be said of oceanic boundary layers,
which are subject, for example, to the stir-
ring by turbulence generated by the action of
the wind, as will be discussed in Section 10.1.
At this stage, we will not attempt to describe
such effects quantitatively but instead write
the consequent frictional force on a fluid
parcel as

Fpic = p F 6x 6y 6z, (6-5)
where, for convenience, F is the frictional
force per unit mass. For the moment we will
not need a detailed theory of this term.
Explicit forms for 7 will be discussed and
employed in Sections 7.4.2 and 10.1.

6.2.2. The equations of motion

Putting all this together, Eq. 6-2 gives us
Du
p ox 6y 525 = Fgmvity + Fpressure + Ffric-

Substituting from Egs. 6-3, 6-4, and 6-5, and
rearranging slightly, we obtain

Du 1 A

This is our equation of motion for a fluid
parcel.
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Note that because of our use of vector
notation, Eq. 6-6 seems rather simple. How-
ever, when written out in component form,
as below, it becomes somewhat intimidat-
ing, even in Cartesian coordinates:

ou ou ou ou

L1

—+u—+v—+w =Fx (a
o0 Tox oy oz pox @
0v ov v o 19
—4+u—+o—+w— +——P=Py b)
ot ox oy oz poay
ow ow 0w ow 1
—+ —+v—+w—+—%+g=7’z.(c)
ot ox oy 0z poz
(6-7)

Fortunately we will often be able to make
a number of simplifications. One such sim-
plification, for example, is that, as discussed
in Section 3.2, large-scale flow in the atmo-
sphere and ocean is almost always close to
hydrostatic balance, allowing Eq. 6-7c to be
radically simplified as follows.

6.2.3. Hydrostatic balance

From the vertical equation of motion,
Eq. 6-7c, we can see that if friction and the

<x — %Bx, y — %By, z+ %82)

vertical acceleration Dw/Dt are negligible,
we obtain
op

E = _pg/

(6-8)
thus recovering the equation of hydrostatic
balance, Eq. 3-3. For large-scale atmospheric
and oceanic systems in which the vertical
motions are weak, the hydrostatic equation
is almost always accurate, though it may
break down in vigorous systems of smaller
horizontal scale such as convection.?

6.3. CONSERVATION OF MASS

In addition to Newton’s laws there is
a further constraint on the fluid motion:
conservation of mass. Consider a fixed fluid
volume as illustrated in Fig. 6.4. The volume
has dimensions (éx, 8y, 6z). The mass of the
fluid occupying this volume, p 6x 6y 6z, may
change with time if p does so. However,
mass continuity tells us that this can only

(x = %ﬁx, y+ %ﬁy, z 7%Bz>

‘L

1 1 1
x (x —5% Yy -5y, 2z~ 582)

1 1 1
(x +50%,y =50y, z 582)

FIGURE 6.4. The mass of fluid contained in the fixed volume, pox dy 0z, can be changed by fluxes of mass out

of and into the volume, as marked by the arrows.

51t might appear from Eq. 6-7c that |[Dw/Dt| << g is a sufficient condition for the neglect of the acceleration term. This
indeed is almost always satisfied. However, for hydrostatic balance to hold to sufficient accuracy to be useful, the
condition is actually |Dw/Dt| << gAp/p, where Ap is a typical density variation on a pressure surface. Even in quite
extreme conditions this more restrictive condition turns out to be very well satisfied.
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occur if there is a flux of mass into (or out
of) the volume, meaning that

2( ox 8 6z)=a—p5x6 6z
o \P oYY of %Y

= (net mass flux into the volume) .

Now the volume flux in the x-direction
per unit time into the left face in Fig. 6.4 is
u(x—1/26x,y,z) 8y 6z, so the correspond-
ing mass flux is [pu] (x —1/26x,y,z) 6y &z,
where [pu] is evaluated at the left face.
The flux out through the right face is
[pu] (x +1/26x,y,z) 8y 6z; therefore the net
mass import in the x-direction into the
volume is (again employing a Taylor
expansion)

0
—— (pu) 6x 6y 6z.
o (pu) Y

Similarly the rate of net import of mass in
the y-direction is

d
—— (pv) 6x 8y oz,
% Y

and in the z-direction is
9 (pw) 6x oy 6z
oz 7 Y oz

Therefore the net mass flux into the vol-
ume is =V - (pu) éx 8y 6z. Thus our equation
of continuity becomes

op
—+V. =0.
> + (pu) =0

This has the general form of a physical
conservation law:

(6-9)

0 Concentration
ot

in the absence of sources and sinks.

Using the total derivative D/Dt, Eq. 6-1,
and noting that V. (pu) =pV-u+uVp
(see the vector identities listed in
Appendix A.2.2) we may therefore rewrite
Eq. 6-9 in the alternative, and often very
useful, form:

+ V- (flux) =0

—p+pV'u=0.

= (6-10)

6.3.1. Incompressible flow

For incompressible flow (e.g., for a liquid
such as water in our laboratory tank or in
the ocean), the following simplified approxi-
mate form of the continuity equation almost
always suffices:

ou oJdv  oJw
Viu=s—+4+—+—=0.

o oy oz (6-11)

Indeed this is the definition of incompress-
ible flow: it is nondivergent—no bubbles
allowed! Note that in any real fluid, Eq. 6-11
is never exactly obeyed. Moreover, despite
Eq. 6-10, use of the incompressibility condi-
tion should not be understood as implying
that % =0. On the contrary, the density
of a parcel of water can be changed by
internal heating and /or conduction (see, for
example, Section 11.1). Although these den-
sity changes may be large enough to affect
the buoyancy of the fluid parcel, they are
too small to affect the mass budget. For
example, the thermal expansion coefficient
of water is typically 2 x 107 K™, and so the
volume of a parcel of water changes by only
0.02% per degree of temperature change.

6.3.2. Compressible flow

A compressible fluid, such as air, is
nowhere close to being nondivergent—p
changes markedly as fluid parcels expand
and contract. This is inconvenient in the
analysis of atmospheric dynamics. However
it turns out that, provided the hydrostatic
assumption is valid (as it nearly always is),
one can get around this inconvenience by
adopting pressure coordinates. In pressure
coordinates, (x, y, p), the elemental fixed
“volume” is éx 8y &p. Since z =z (x, y, p),
the vertical dimension of the elemental
volume (in geometric coordinates) is 6z =
0z/dp 6p, and so its mass is 6M given by

6M = p 6x 6y 62

(2
_p<E> ox 6y 6p

1
=—— 06X 0y op,
3 Y op
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where we have used hydrostatic balance,
Eq. 3-3. So the mass of an elemental
fixed volume in pressure coordinates cannot
change! In effect, comparing the top
and bottom line of the previous equa-
tion, the equivalent of “density” in
pressure coordinates—the mass per unit
“volume’’—is 1/g, a constant. Hence, in the
pressure-coordinate version of the continu-
ity equation, there is no term representing
rate of change of density; it is simply

ou Jdv  Jw
prup=—+—+— =0,
ox ody op

(6-12)
where the subscript p reminds us that we are
in pressure coordinates. The greater simplic-
ity of this form of the continuity equation,
as compared to Egs. 6-9 or 6-10, is one of
the reasons why pressure coordinates are
favored in meteorology.

6.4. THERMODYNAMIC
EQUATION

The equation governing the evolution of
temperature can be derived from the first
law of thermodynamics applied to a moving
parcel of fluid. Dividing Eq. 4-12 by 6t and
letting 6t — 0 we find:

DQ DT

Dt "Dt ,Dt (6-13)

DQ/Dt is known as the diabatic heating
rate per unit mass. In the atmosphere, this
is mostly due to latent heating and cool-
ing (from condensation and evaporation
of H,O) and radiative heating and cool-
ing (due to absorption and emission of
radiation). If the heating rate is zero then
DT /Dt = pLCPDp/ Dt, and, as discussed in
Section 4.3.1, the temperature of a par-
cel will decrease in ascent (as it moves to
lower pressure) and increase in descent (as
it moves to higher pressure). Of course this
is why we introduced potent